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Abstract

Body representation defines the general representation of our body in our
brain. It is composed of a complex sub-division of representations [1] that
can be regrouped into two main concepts: the body image and the body
schema. Whereas the body image is a conscious aggregation of our feelings
and emotions towards our body, the body schema is an implicit model of the
metric properties of our body integrating limb dimensions and position in
space. A pathological body schema resulting from an amputation can provoke
phantom limb pain from the missing limb. A solution to restore a healthy
body representation in amputees could be to equip them with prostheses
that could replicate the sensations of their former limb. An obstacle to this
solution is the abandonment rate of prostheses from their users, who mainly
report the lack of feedback from the device. Those inputs direct towards the
necessity to promote the embodiment of the prostheses. Embodiment is a
complex phenomenon that takes place when we perceive that we own a body
part and that we are responsible for its action, senses respectively referred
as ownership and agency. However, little is known on the brain process of
embodiment so far. Therefore there is a need to cast light on its grey areas
to be able to understand the necessary characteristics that a prosthesis must
have to be fully embodied and thus integrated into the user’s body schema.
The present work presents the development and validation of components
of a platform aimed at the comprehensive study of the brain processes
underlying embodiment. A first component of the platform was developed
integrating motion capture and virtual reality into a virtual environment to
study the embodiment and its effect on the body schema. The platform was
validated and the study showed through the assessment of tactile distance
perception that experiencing an elongated arm in immersive virtual reality
effectively modifies the body schema. It was additionally found that in this
study the body schema alteration was mainly due to the sense of vision
whereas the role of the visuo-tactile congruent feedback - typically eliciting
ownership - appeared irrelevant. The second component of the platform
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consisting in an robot-aided transcranial magnetic stimulation system was
developed and validated through the test of control approaches for subjects’
movement tracking and compensation. A hybrid force-position control and a
selective impedance control were found to be the best choices for our future
applications. Finally, the author obtained theoretical and practical hands-on
knowledge on the use of electroencephalography to monitor the brain activity
through a study of a preferred hand posture in the body schema. Results did
not provide any evidence of such a hypothesis from an electrophysiological
point of view.
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Chapter 1

Introduction

The general knowledge of our body and its implementation in our brain
is called the body representation. Several currents of thoughts still diverge
today in defining the concepts underlying the body representation and their
boundaries [1, 2], but a so-far accepted consensus is that body representation
is governed by two main concepts: the body image and the body schema
(also respectively referred as somatorepresentation and somatoperception
[3]). The body image is generally defined as a person’s conscious perception
of their body and the resulting thoughts and feelings towards it. It plays
an important role in the way we conceive ourselves and influences our
psychology and behavior, in such a way that a pathological body image can
for instance lead to dramatic eating disorders [4]. On the other hand, the
body schema is defined as an implicit model of the metric properties of our
body including information about our limbs position and dimensions [2].
It acts as reference frame for perception of the environment through our
body (somatosensation) [5–8] and is involved in the process of movement
planning for action. The multi-modal sensory inputs we receive from our
interaction with the environment continuously update the body schema
which in turn ensures an accurate perception and realisation of the planned
actions. However, the body schema can also be pathological, and one of
the main causes is the amputation of a limb. An amputation is a sudden
and traumatic modification of the body schema which very often results in
a famous and widely studied pathology known as the phantom limb (PL)
[9] in which patients report still feeling their missing limb while visually
perceiving its absence, and sometimes coupled with pain arising from the
missing limb i.e phantom limb pain (PLP) [10–15]. Furthermore, amputation
is also likely to impact patients’ feelings towards their body, but so-far
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little attention has been paid to the alteration of the body image caused
by the amputation [16, 17]. Some temporary treatments of PLP have been
previously proposed, such as the famous ”mirror-box illusion” which reduced
PLP in upper-limb amputated patients after observing the reflection of their
healthy hand moving where their amputated contralateral hand should be
[18, 19]. Nevertheless, a new - and likely more permanent - promising way of
treating the altered body representation of amputees could be to replace their
lost limb with a prosthesis which would feel natural enough to make them feel
like its part of their own body. This would be possible through efferent control
over the prosthesis, but above all through afferent multisensory feedback
from the prosthesis. The latter is the goal of the RESHAPE ERC research
project (REstoring the Self with embodiable HAnd ProsthesEs) lead by Prof.
Giovanni Di Pino since 2016, focused on trans-radial upper limb amputation
resulting in the loss of the hand [20].

The loss of a limb is a rare but traumatic event that, in 2017, concerned
57.7 millions of people worldwide, Western Europe being the third world
region (after East and South Asia) with the highest number of prevalent
traumatic amputation [21]. Post-operation, amputees might chose to use a
prosthesis to substitute their lost limb. As modern as upper limb prostheses
sound, the first appearance of a functional hand prosthesis in history actually
dates back to the Second Punic War (218-201 B.C) when a Roman general
named Marcus Sergius wore an iron hand to support his shield after loosing
his hand in battle [22]. Jumping forward in time, the first mechanically
actuated hand prosthesis was designed by Ambroise Paré, a French military
surgeon, in 1564 [23] and the first powered prosthesis was a pneumatic hand
designed in 1915 in Germany [24]. A new control solution for upper limb
prostheses emerged more recently: the myoelectric control. Developed in
the 60s, myoelectric prostheses are externally powered (embedded batteries)
devices actuated by electric motors and controlled by the contraction of the
user’s residual limb’s muscles [25, 26]. Myoelectric control on prostheses
is still widely used today, and has brought about an interesting variety of
solutions for upper limbs prostheses, from the classic myoelectric prosthesis
controlled by (co)contraction of the remaining muscles of the stump, to most
recent and promising technique of osseointegration of the prosthesis into the
user’s body, sometimes combined with targeted muscle reinnervation (see
Fig. 1.1).

In spite of the recent technical improvements, the question of prostheses
abandonment, especially from upper limb amputees, is still much discussed.
The situation is even more critical as the technological improvements in
the control of the devices do not seem to tackle the problem. Quite on the
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contrary, they seem to enhance it: indeed, despite being more technologi-
cally advanced than their mechanical counterpart, myoelectric prostheses
suffer from a greater abandonment rate [31]. Regarding the functionality
of prostheses, users principally accuse the lack of sensory feedback such as
force and tactile feedback, especially impacting their grasping function [32,
33]. These findings are the first clues towards the development of prostheses
fully acceptable by their users and to consequently restore the healthiness
of the representation they have of their body through the integration of the
prosthesis into their body schema [34, 35]. Interestingly, these first clues i.e
the sensory feedback from a object external to our body, are actually part of
a more general concept: the embodiment.

The embodiment is a complex phenomenon still vastly investigated today
that arises when we perceive that a body part -but not only- is our own,
part of our body. It is composed of several sub-concepts, being mainly the
ownership and the agency. Ownership describes the feeling that a body part
belongs to us, whereas agency is defined by the feeling of being responsible for
an action performed by a body parts [36, 37]. The embodiment phenomenon
takes place through congruent integration of motor planning and matching
multisensory feedback perceived through somotosensation [38–40] and results
in the creation of our body representation [41]. Probably the most interesting
aspect of the embodiment process is the fact that it can be related not only
to our body parts, but also towards objects initially external to our body
[42–47]. This groundbreaking aspect of the embodiment was brought to
light by Botvinick and Cohen in 1998 with the now famous Rubber Hand
Illusion (RHI) paradigm. They demonstrated that the sense of ownership
over a rubber hand could be elicited by congruently brush-stroking the visible
rubber hand and the hidden real hand of participants, or in other words, by
giving participants coherent visuo-tactile feedback from the fake hand [48].
RHI paradigm applications to hand prostheses for amputees have quickly
been successfully tested, for example with sensory targeted reinnervation
patients who perceived a vivid embodiment illusion towards the prosthesis
when it was visually stimulated synchronously with the tactile stimulation on
the reinnervation site [49]. Prosthesis integration into the body schema has
even been pushed forward by closing the loop between myoelectric efferent
control over the prosthesis and almost-natural sensory feedback through
implanted electrodes on the ulnar and median nerve fascicles [50]. Further
investigations have also speculated that an effective embodiment over a
limb or a tool would positively impact the ability of the user to proficiently
control it [51, 52]. We thus are getting closer to the objective: successfully
restoring the natural feeling of a healthy limb through a prosthesis that
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would promote its embodiment, which would in turn restore the healthiness
the body representation of amputees (perception of integrity), altered by the
amputation [45, 53, 54]. Thus, embodiment appears as the binder between
an artificial limb and the body representation, but for now it is likely that we
only unveiled the first layers of the brain mechanisms behind the embodiment.
Questions still remain, hence the necessity to go further in depth in the
investigation of the underlying aspects of the embodiment and the different
possibilities to promote and enhance it.

What aspects of a fake limb would promote embodiment? Whereas
modifying different aspects of a real prosthesis (aesthetics, noise, weight,
dimensions, etc.) to understand their influence on embodiment would be
complex and costly, virtual reality (VR) offers the convenience of being highly
malleable in terms of visual and audio feedback. Besides, it becomes also
possible to act on the proprioceptive and tactile feedback that users perceive
from their virtual body and environment when VR is coupled with motion
tracking and haptic technologies [53], developing the senses ownership and
agency on top of the sense of self-location given by the first-person perspec-
tive over their virtual avatar [55]. A platform integrating such technologies
would enable the fine tuning of afferent sensorimotor parameters coming
from a virtual limb or prosthesis in order to determine the ones necessary to
achieve an optimal embodiment [56]. Additionally, VR has proven to present
alleviating properties on the PLP through a vast number of studies [57–66]
and to be be an promising tool for neurorehabilitation in general [67, 68],
giving a further therapeutic purpose to such a platform.
How to measure embodiment? Embodiment is generally measured through
explicit and subjective measurements such as an embodiment questionnaires
[48] and through physiological measurements such as skin conductance re-
sponse (SCR) [41] or as recently highlighted, blood flow to the investigated
limb [69]. Furthermore, brain areas related to ownership are believed to
be the ventral premotor cortices, intraparietal cortices, and the cerebellum.
Indeed, rated ownership illusion strength has been correlated with the degree
of premotor and cerebellar activity [70, 71]. Besides, the frontal cortex
where motor plans for voluntary action are processed, and its connectivity
to the parietal areas that monitor outcomes of these actions are known to
play an important role on the sense of agency [72]. Hence, monitoring the
brain activity related to these areas appears as an interesting method to
investigate the levels of embodiment, and electroencephalography (EEG) has
indeed recently began to be used for this purpose [73–75]. EEG has the
additional benefits of being portable and compatible with movement, unlike
magnetoencephalography (MEG) or functional magnetic resonance imaging
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(fMRI). Furthermore, the EEG cap can even be worn together with a virtual
reality headset.
Now, can we externally stimulate embodiment, not by sensorimotor stim-
ulation but by directly stimulating the related brain areas? Transcranial
magnetic stimulation (TMS) is a non-invasive and painless technique used
to stimulate areas of the cerebral cortex by polarising neurons through an
electromagnetic field generated by a coil placed on the scalp. Since it was first
described by Barker in 1985 [76], TMS have seen its use increase especially
over the last decades as a clinical therapeutic application for neurological
or mental health disorders [77] as well as in the research field to investigate
and modulate human brain functions [78]. Interestingly, TMS has already
been used to modulate the RHI [79], and has recently been successfully used
to promote agency [80] and ownership with VR feedback [81]. Using TMS
during embodiment tasks thus could enable to define in further details the
brain areas to be targeted and the optimal neuromodulation paradigm to
enhance a prosthesis embodiment. However, classic TMS constrains the
subject movements during stimulation, which would strongly limit the ex-
perimental protocols. Therefore, the development of a robot-aided TMS
system, tracking and compensating for the subjects movements would open
up the way to a wide range of dynamical experimental protocols. Finally,
the inter-compatibility of VR, motion tracking, haptic stimulation, EEG
and robot-aided TMS enables the integration of these technologies into a
comprehensive platform that would act as a test bench for a broad range of
studies aimed at expanding knowledge on embodiment.

The present doctoral thesis presents the development and validation
through different experimental studies of components of such a platform inte-
grating VR, motion capture, robot-aided TMS and EEG, aimed at performing
comprehensive experimental studies on embodiment both with healthy and
amputated participants.
In the second chapter, we introduce the first component of the platform
composed of the integration of several motion capture devices and a VR
system into a custom virtual environment designed to study embodiment
over virtual limbs. We successively present the feasibility of such a study
with the developed component.
The third chapter presents an application of the platform introduced in chap-
ter 2 to the study of the body schema manipulation through embodiment of
an elongated virtual arm and its effect on the tactile distance perception.
The forth chapter is dedicated to the development of the second component
of the platform, namely the robot-aided transcranial magnetic stimulation
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Figure 1.2: Schema of transcranial magnetic stimulation functioning.
Adapted from [82]

platform, and to its validation through the comparison of three different
robot control approaches.
To conclude the study and validation of the technologies involved in the
future platform, we present in chapter five an EEG study aimed at pro-
viding evidence from an electrophysiological point of view of a preferred
hand posture in the body schema. This study simultaneously enabled the
author to obtain hands-on knowledge on how to process and analyse human
electroencephalographic data.
Finally, chapter six summarizes the findings and the relevance of the present
work, and proposes a plan for the future steps towards the completion of the
embodiment platform.

7



Chapter 1 1.0

F
ig
u
re

1.
3:

O
b
je
ct
iv
e
of

th
e
fi
n
al

p
la
tf
or
m
.
In

th
is

h
y
p
ot
h
et
ic
al

sc
en
e,

an
am

p
u
ta
te
d
p
at
ie
n
t
is

p
ar
ti
ci
p
at
in
g
to

an
em

b
o
d
im

en
t
st
u
d
y.

T
h
ey

a
re

im
m
er
se
d
in

a
v
ir
tu
a
l
en
v
ir
o
n
m
en
t
w
h
er
e
th
ey

ex
p
er
ie
n
ce

th
e
fe
el
in
g
o
f
ow

n
in
g
a

p
ro
st
h
es
is

w
it
h
ch
an

ge
ab

le
fe
at
u
re
s.

T
h
ei
r
m
ov
em

en
t
is

tr
ac
ke
d
an

d
re
p
li
ca
te
d
in

th
e
v
ir
tu
al

en
v
ir
on

m
en
t
th
ro
u
gh

m
o
ti
o
n
ca
p
tu
re
.
T
h
e
ro
b
o
t-
a
id
ed

T
M
S
p
la
tf
o
rm

st
im

u
la
te
s
th
e
b
ra
in

a
re
a
s
re
sp
o
n
si
b
le

fo
r
th
e
em

b
o
d
im

en
t,
a
n
d

th
e
p
at
ie
n
t’
s
b
ra
in

ac
ti
v
it
y
is

re
co
rd
ed

th
ro
u
gh

th
e
el
ec
tr
o
en

ce
p
h
al
og

ra
p
h
y
ca
p
.

8



Chapter 2

Embodiment of virtual limbs
through virtual reality and
motion capture: platform
development and feasibility
study

2.1 Background

As introduced in chapter 1 the sense of embodiment refers to the particular
perceptual status when part of one’s own body is identified as self. By
integrating an external and new object into the body schema, the RHI alters
the body representation. Besides, it has been reported that the RHI also
induces in participants a shift of the perceived location of their real hand
towards the fake hand, a phenomenon known as the proprioceptive drift
(PD) [48, 83–88]. The RHI has been replicated in a virtual environment i.e
the virtual hand illusion (VHI) for the first time in 2008 by Mel Slater and
colleagues using stereo glasses to view a three-dimensional (3D) virtual image
of a virtual arm in the place of the real one and by tapping and stroking the
hand of the participant congruently with the visual stroking of the virtual
hand [89]. At that time, authors already viewed the embodiment of a virtual
body as ”an invaluable tool for the understanding of the brain mechanisms
underlying body ownership” and that a virtual body owned by participants
would have a significant application in the research on limb prostheses. In
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Chapter 2 2.2

the following years, the VHI and VR in general have indeed proven powerful
tools to induce embodiment over a virtual limb or a complete virtual body
through visuo-tactile integration [90, 91], visuo-motor integration [92, 93]
and visuo-motor-tactile integration [94, 95]. Furthermore, with the objective
of studying the embodiment of external objects, we chose VR over video or
augmented reality (AR) imaging because the latter visual feedback methods
show participants an image based on their real hand, inducing a strong
top-down influence on the ownership rating [96]. Hence, for the reasons
specific to our main axis of research presented in chapter 1 and supported
by the vast literature on the topic, we developed a platform consisting in a
highly immersive VR application integrating optical motion capture devices.
In a feasibility study, we then investigated the possibility of eliciting the
embodiment of a virtual forearm of different lengths with the developed
platform through two experimental protocols : the first one is inspired from
an study performed by Kilteni and colleagues in 2012 in which they used
a similar platform integrating motion capture into a VR environment to
study the extent to which virtual body parts with unnatural dimensions
could be integrated into the body schema through embodiment based on
synchronous visuo-motor-tactile feedback (VMT-VHI) [97]. They found that
ownership scores were high both for incongruent and congruent stimulations
and without significant difference between each other, but that the illusion
strength decreased with limb elongation. We replicated their protocol to verify
that we could achieve similar results with our platform. The second protocol
is a classical VHI paradigm employed to understand if embodiment could
also be achieved through our platform with only visuo-tactile synchronous
stimulation (VT-VHI). The aim of the feasibility study was not to compare
the protocols, but to investigate if they could individually elicit embodiment
over virtual limbs of different lengths.

2.2 Platform development

2.2.1 Hardware apparatus

Virtual Reality System

As virtual reality system, we used a first generation HTC Vive VR kit (HTC
Corporation) composed of a VR headset (Head Mounted Device - HMD), one
controller, and two infrared cameras (base stations) that track the motion
of the HMD and of the controller. We chose this system for its ”plug and
play” convenience, low price (799$ in 2016), and easy integration into Unity
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Chapter 2 2.2

(virtual environment engine) through the SteamVR Unity Plugin (Valve
Corporation) already available. The headset technical specifications offer
a high (1080 x 1200) pixels-per-eye resolution (2160x1200 total), a 90Hz
frame rate and a 110° horizontal field of view (human horizontal field of view
being of 114° [98]), as well as a room-scale tracking system [99]. We however
decided not to exploit the motion tracking features provided by the HTC
Vive, except for head motion because of its lack of accuracy and precision
for scientific research [100, 101].

Motion Tracking Systems

To track the arm and forearm movement of participants, we used four
Optitrack 13W infrared cameras (NatualPoint Inc.) together with passive
optical markers and Optitrack’s software Motive (Version 2.1.1 Final). We
chose this solution for its low cost, its sufficiently precise and accurate motion
tracking of the upper body [102], and its easy integration into Unity through
the available Optitrack Unity plugin. The cameras benefit from a 0.30mm
accuracy, a sampling frequency of 240 FPS, and can track optical markers
up to a 9m range [103] which is largely sufficient for our maximum tracking
distance of 3.40m. To track the hand and fingers movement of participants,
we used a Leap Motion device (Ultraleap, Inc.). This device was also chosen
for its low cost, plug and play convenience and for the availability of a plugin
for easy integration into Unity. The Leap Motion reconstructs in real-time
a 3D model of the hand including bones and joints from the hand image
captured by its two embedded infrared cameras. It operates at a sampling
frequency of 120Hz and its tracking works best within a 0.60m range [104].
Finally, head motion tracking, performed by the HTC Vive cameras (base
stations) together with the inertial measurement units (IMUs) embedded
in the headset itself, typically runs at sampling frequency of 90Hz. The
platform workspace is a volume inside of a metallic structure of 2.40m x
2.00m x 1.80m for volume of 8.64m2.

2.2.2 Software development

Virtual Environment

The virtual environment used for our experiments were developed with
Unity (Version 2018.3.3f1), a game engine used to create games and other
applications (Unity Software Inc.) using C# as primary scripting API. We
chose it for its free access and its compatibility with the previously mentioned
technologies. The virtual experimental room was created using Unity’s user
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interface: four white walls, a white ceiling and a floor. In the center of the
virtual room, we placed a table and two chairs, one on both sides of the
table. Using the open-source 3D computer graphics middleware MakeHuman,
we created generic female and male avatars which we used as participants
or experimenter avatar. We imported the avatars as assets in our Unity
environment, and positioned the participant avatar seated on one of the
chairs in a position we called ”default” i.e with the right arm alongside the
body and the left forearm on the table. When necessary, we positioned the
experimenter avatar on the other chair, facing the participant avatar and
holding a paintbrush in the right hand and over the participant avatar’s left
index finger.
All motion capture data were streamed in real-time to the Unity application.
Optitrack motion tracking data were streamed through the Optitrack Unity
Plugin (version 1.1.0) [105], Leap Motion hand tracking data through the
Leap Motion’s Core Assets for Unity (Version 4.3.4) [106], and information
between the HTC Vive and Unity (motion tracking and visual feedback)
were exchanged through the SteamVR Unity Plugin (version 1.2.2) [107].
See Fig. 2.1 for a complete overview of hardware and software integration
into the Unity application.

Virtual Avatars Animation

The animations of the avatars were based on motion capture, meaning
that movements of both avatars were coming from online or offline motion
tracking data. More specifically, we used the tracked angular positions of
the arm, forearm, hand and fingers. To animate the experimenter avatar
during the VHI paradigm, we used an offline motion tracking recording of a
real person performing the brush-stroking. We then imported the recorded
angular trajectories of the person’s arm, forearm and hand in Unity and
programmed the avatar’s arm, forearm and hand to follow the predefined
trajectories when the virtual brush-stroking was activated. The animation of
the participant’s avatar was an online replication of the movements performed
by the participant. The avatar’s arm and forearm movements were replicated
from the Optitrack motion tracking data, whereas the avatar’s hand and
fingers movements were replicated from the Leap Motion data. As previously
specified, the sampling frequencies of the motion tracking systems are all
equal or superior to the VR headset display frequency (90Hz) and thus
the running frequency of the VR application we developed. This therefore
enables a smooth real-time visual replication of the participant’s movement
on their avatar.
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Chapter 2 2.3

2.3 Feasibility Study

2.3.1 Materials and Methods

Participants

Eight volunteers (3 females, age = 28.5± 1.69 [mean ± standard deviation])
näıve to the RHI or VHI paradigm, participated in the study (one for each
condition). Seven were right handed. All participants were healthy and
claimed to have normal hand sensation and normal or corrected to normal
vision. Informed consent according to the Declaration of Helsinki (BMJ
1991; 302:1194) and to the Ethical Committee of the Campus Bio-Medico
University, was obtained before conducting the experiments.

Real Environment

In the real environment, the participant is seated comfortably in a chair in
front of a table and is equipped with the VR head mounted device (HMD)
covering the eyes. They are positioned at the center of the motion capture
workspace while VR infrared cameras are placed outside of the workspace,
oriented towards the HMD. On the table is placed a large paper goniometer
to perform the angle estimation used to evaluate the proprioceptive drift.

Virtual Environment

In the virtual environment, participants see their virtual body coincident
with their real body in a first-person perspective. The physical appearance
of the avatar can be switched between a male and female appearance, and
the length of the left arm and left forearm can be modified to match the
morphology of the subject. The participant’s avatar is seated in front of a
table. Two different virtual environments were developed to test the different
experimental protocols. For the VT-VHI experiment, a virtual experimenter
is seated in front of the subject on the other side of the table, in a room similar
to the real one. The virtual experimenter is holding a virtual paint brush in
the right hand to perform the stroking on the participant avatar’s left index.
When animated, the experimenter avatar performs the brush-stroking of
the participant avatar’s left hand index finger. The forearm of the subject’s
avatar can be elongated up to twice or three times the size of the participants
real forearm. For the VMT-VHI, the subject is seated in the same position
as previously mentioned, but without any virtual experimenter and a virtual
piece of cardboard is present on the table. The possible elongations are the
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same as in the VT-VHI experiment. For a detailed version of the experimental
apparatus, see section 2.2.

Figure 2.2: Visualization of the virtual environment without forearm elonga-
tion. Panel A: Environment of the VMT-VHI. Panel B: environment of
the VT-VHI.

Haptic Stimulation

During the VT-VHI condition, the haptic stimulation was performed by an
experimenter standing on the other side of the table and manually brush
stroking the index finger of the subject congruently or incongruently with the
visual feedback of the participant, depending on the condition. In the case of
the VMT-VHI, a piece of cardboard was placed on the table, under the hand
of the subject, and the haptic stimulation was performed through the tactile
feedback felt by the participant when exploring the piece of cardboard with
the left hand.
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2.3.2 Experimental Procedure

Visuo-motor-tactile VHI

In order to reproduce the experiment performed in [97], we decided to test
four different conditions: one incongruent condition with virtual forearm
length equal to the real one (I), and three congruent conditions with virtual
forearm lengths equal to (C1), twice (C2), or three times the real one (C3).
In all conditions, the right arm of the subject was not tracked, and the
subject was asked to keep it still alongside the body. It would remain in
this position during the whole experiment, except for the angle estimation
tasks. The right arm of the avatar was positioned accordingly. The left
arm of the subject was initially placed as rest on the table, with the left
hand placed on the piece of cardboard. In the familiarization phase, the
participants were first asked to look around the room and especially at the
virtual body. The virtual forearm was not yet elongated, and its length was
equal to the real one in all conditions. Subjects were then asked to explore
the material they felt under the left hand by touching it with the left hand.
The movements performed by the subject were accordingly reproduced by
the avatar. Subjects experiencing the congruent conditions were provided
with visuo-motor and visuo-tactile correlation, as they saw the virtual hand
touching the virtual piece of cardboard while feeling its texture. The subject
experiencing the incongruent condition however, was only provided with
visuo-motor correlation. The virtual piece of cardboard was placed out of
reach, farther in front of the avatar’s left hand, hence providing the subject
with a visuo-tactile mismatch. In the experimental phase, the virtual left
forearm of the avatar was then elongated accordingly to the condition (I
and C1: no elongation, C2: twice the real length, C3: three times the real
length). They were then asked to stroke again the surface they felt under
their hand for ninety seconds. Finally, the subjects were told the experiment
was over and showed the virtual forearm at the real length for a few seconds
before removing the HMD and filling a questionnaire.

The visuo-tactile VHI

Four conditions similar to the one’s of the VMT-VHI were tested. One
congruent (C1) and one incongruent (I) brushing condition were tested for a
virtual forearm length equal to the real one. Two other congruent brushing
conditions were tested, one for a virtual arm length of twice the real one
(C2) and one for a virtual arm length three times the real one (C3). The first
part of the experimental protocol consists in a familiarization phase with the
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virtual avatar to provide the participant with the sense of agency over the
virtual avatar. In the virtual environment, the participant’s avatar is seated
on a chair in front of a table and the virtual experimenter is seated on the
other side, arms crossed. The right arm of the subject is not tracked, and
the subject is asked to keep it still and alongside the body. It would remain
in this position during the whole experiment, except for the angle estimation
tasks. The right arm of the avatar was positioned accordingly. The motion
tracking of the left arm, hand and fingers was activated, and participants
were asked to explore the surrounding area (without touching anything)
by moving their chest, left arm, left hand and fingers while looking at the
virtual body moving accordingly. In particular, participants were asked to
pay close attention to the virtual left hand and fingers. Then, participants
were asked to close their eyes and to put their arm and hand down on the
table, and to remain still with the hand palm down, in a relaxed position.
When this was done, the motion tracking was disabled. Participants were
then asked to open their eyes and pay close attention to the left hand they
were seeing, and the brushing session was started for ninety seconds. The
virtual forearm was not yet elongated, and its length was equal to the real
one. In all conditions, the visual brushing was performed by the virtual
experimenter on the index finger of the virtual left hand, and the tactile
brushing was performed by the experimenter on the index finger of the left
hand of the subject. Subjects experiencing the congruent conditions were
provided with visuo-tactile correlation, as they saw the virtual left hand
index finger being brushed while feeling a brushing on their own left hand
index finger. For the subject experiencing the incongruent condition however,
a temporal delay of two seconds between the virtual and the real brushing
was set, resulting in a visuo-tactile mismatch. In the experimental phase,
the virtual left forearm of the avatar was then elongated accordingly to the
condition (I and C1: no elongation, C2: twice the real length, C3: three
times the real length). Participants were then asked again to remain still
while looking at the left hand while brush-stroking took place for ninety
seconds. Finally, the subjects were told the experiment was over and showed
the virtual forearm at the real length for a few seconds before removing the
HMD and filling a questionnaire.

Embodiment outcomes

In order to measure the strength of the illusion on different conditions, each
participant filled-in a questionnaire at the end of the trial. The questionnaire
included the six statements list designed in [97]. Three of the statements
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Figure 2.3: Real world experimental setup. Panel A: experimental setup
with subject in default position. Blue squares: HTC Vive devices (Infrared
cameras and HMD). Green squares: Optitrack related equipment (Infrared
cameras and reflective optical markers). Orange square: Leap Motion device.
Brown squares: tactile stimulation tools. Panel B: Proprioceptive drift
measurement technique.

(i.e. illusion statements) referred to the extent of sensory transfer into the
virtual hand and its self-attribution during the trial; whereas the other
three statements (i.e. control statements) served as controls for compliance,
suggestibility, and “placebo effect”. Participants were asked to rate the
extent to which these statements did or did not apply to their experience,
by using a seven-point analogue scale. On this scale, -3 meant “absolutely
certain that it did not apply,” 0 meant “uncertain whether it applied or
not,” and +3 meant “absolutely certain that it applied”. The RHI index,
expressed as the difference between the mean score of the illusion statements
and the mean score of the control statements [56], was calculated for each
condition and employed as illusion outcome. In addition to the six statements,
participants were asked to rate vividness and prevalence of self-attribution
of the rubber hand [70, 108]. The vividness was defined as how life-like and
realistic the illusion was when it was experienced; it was rated from 1 to
9. The prevalence rating (from 0% to 100%) reflected the percentage of
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time that the illusion was experienced (equivalent to the continuance of the
illusion).
To measure the PD, before and after the experimental phase participants
were asked to close their eyes, and the display was turned black. They were
helped placing their right arm on the table so that their elbow and forearm
were placed on the correct position of the goniometer. They were then asked
to point with their right hand’s index towards the position where they felt
their left hand’s index, moving only the forearm and keeping the elbow at the
same position (i.e. angle estimation task). After that, they were asked to put
their right arm back to its position alongside the body. Post-experimental
estimation minus pre-experimental estimation positive differences of the
estimated position of the hand indicate a drift of the perceived location of
the real hand toward the virtual hand.

2.3.3 Results and Discussion

The incongruent condition resulted in high embodiment scores (Fig. 2.4, first
column). In the VMT-VHI experiment, such results could be explained by the
remaining visuo-motor congruence of the arm movement, whereas in the VT-
VHI experiment, the participant who underwent the incongruent condition
mentioned that she did not perceived the stimulation as asynchronous but
rather as synchronous with a slight mistake from the experimenter, and her
strong PD could probably be considered as an outlier in a data distribution
with a larger number of subjects. Nevertheless, Kilteni and colleagues
similarly found high ownership scores for the incongruent condition, and no
significant difference with the congruent condition [97], hinting towards a
prevalence of visuo-motor congruency over the visuo-tactile synchronicity
modality in the embodiment process. PD results (Fig. 2.4, bottom graph) for
congruent conditions of the VMT-VHI experiement show a trend in line with
[97], but not in the case of the VT-VHI. Considering all congruent conditions
together, embodiment scores resulted as follows (across participants values,
mean ± standard deviation): RHI Index 3.44 ± 1.77, Vividness 7.33 ±
0.81, Prevalence 70.0 ± 21.9%. Hence, despite the very limited number
of participants tested in this study which does not enable to perform any
statistical analysis, the results of the RHI index, the vividness score and
the prevalence score of the congruent conditions of both experiments show
embodiment results in line with previous studies [56, 97] for both experimental
protocols, directing towards the possibility to evoke embodiment illusion of
an elongated arm with the developed platform.
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Figure 2.4: Embodiment outcomes of the feasibility study. From top to
bottom: RHI Index, Vividness of the VHI, Prevalence of the VHI, and PD.
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2.4 Conclusion

We developed a platform aimed at eliciting embodiment over a virtual limb.
To investigate the feasibility of such manipulation, we tested two different
experimental protocols to induce embodiment of a virtual arm of different
lengths: a reproduction of the visuo-tactile-motor experiment performed
in [97] and a VHI paradigm that reproduced the typical RHI where only
congruent visuo-tactile stimulation was employed. Obtained results were in
line with existing literature on the topic and it was thus decided to proceed
with further studies with the developed platform.
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Experiencing an elongated
forearm in virtual reality
increases the tactile distance
perception on the
corresponding real limb

3.1 Background

Sensory feedback is mandatory to experience the environment and guide
the physical interaction with its components. Sensing means measuring
parameters and requires a unit of measure and a reference frame to which
compare the measure. Especially when the environment is experienced
through our body (i.e. in somatosensation), it has been suggested that we
employ our body as a reference frame [7, 8] and its metric properties as unit of
measure. This could be feasible because the brain creates an implicit model of
the metric properties of our body [5, 6]: the body schema [2], and of the space
where the interaction occurs. In touch, the perception of the distance between
two stimulated points, i.e. tactile distance perception (TDP), depends on
the part of the body which is stimulated. Such phenomenon, known as the
Weber illusion [109], is certainly linked to the different tactile receptor density
of different body parts, but there is more; a tactile resolution variation of
340% results in a variation of only 30% in TDP [110, 111]. Hence, besides
receptor density which should account for coding the distance between the
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two stimulated points in the primary somatosensory cortex, a subsequent
neural process should be involved in the Weber illusion. This may likely be
the creation of the body schema, which is a higher-order representation of the
body, continuously updated by multimodal sensory input [2, 3, 112, 113]. In
this case, a change of the body schema achieved through sensory modulation
would have been reflected upon an alteration of the tactile perception of
the distance. Indeed, by visually deforming the hand and forearm with
magnifying and reducing lenses for about 1 hour the TDP relative to the
participant’s forearm would change with respect to the not altered control
part [114]. In another experiment inspired by the Pinocchio illusion [115],
inducing in participants the proprioceptive illusion of an elongation of the
index finger achieved by stimulating the spindles of the right arm biceps with
a vibrator placed on the tendon (known as tendon-vibration illusion) while
participants held their left index finger with their right arm, significantly
increased the TDP on said index finger [116]. Those studies confirmed that
the perceived size of the body impacts on TDP, which is in line with the
body schema acting as reference frame for touch. Interestingly, modifying
the perception of the environment by changing the perceived dimensions
of the body has also been proven possible by integrating a fake body part
into the body schema through congruent visuo-tactile stimulation. After
a synchronous Rubber Hand Illusion (RHI) paradigm [48] administrated
with a larger fake hand, participants actively felt identical objects in both
hands (one in each hand) and perceived the object held by the tested hand
larger than the object held by the non-altered control contralateral hand
[117]. Similarly, a change of the visually perceived sizes of objects was
found when participants were under the illusion of owning (after congruent
visuo-tactile stimulation) a giant or miniature body [118]. In the same way,
inducing ownership (through a RHI paradigm) over a fake hand placed in
a distal farther position than the real hand should induce the feeling of
having a longer arm. This has been demonstrated both in real and in virtual
environment [41, 88, 97]. However, to our knowledge, no previous study
has investigated the possible change in passive tactile perception following
a modification of the body schema induced by a RHI paradigm. Thus, we
tested a large number of participants with a RHI paradigm in virtual reality,
a Virtual Hand Illusion (VHI), to induce the feeling of having an elongated
forearm and investigated the evolution of the TDP on the corresponding
body part following different forearm length. We hypothesized that the
synchronous brush-stroking of a hand at the end of an elongated forearm
would have enhanced the TDP and that the amount of TDP changes would
have positively correlated to the forearm elongation and the achieved level
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of embodiment of the hand. The asynchronous stimulation in an elongated
upper limb has been acquired as control condition.

3.2 Materials & Methods

3.2.1 Participants

Sixty-nine participants (33 females, 6 left-handed, aged 23.9±5.6) were
enrolled in the experiment in order have twenty-three participants per group
of condition (three conditions tested) in the between-subjects analysis on
the first tested condition (see 2.4 for detailed explanation). This number of
enrolled participants per group has been based on the TDP task (TDPT) data
distribution from the study of Taylor-Clarke and colleagues (Taylor-Clarke
et al. 2004) to show a 7% mean shift in TDP between pre and post VHI,
achieving an effect size of 0.32, a power superior to 0.8 and considering an
independent t-test. All participants reported to have normal tactile sensation
of the hand, forearm, and forehead, and normal or corrected-to-normal vision.
All participants provided written informed consent before the experiment
in accordance with the Declaration of Helsinki and following amendments.
The experiment was conducted after approval of the Ethics Committee of
Università Campus Bio-Medico di Roma (EMBODY protocol).

3.2.2 Setup

The experimental setup consists in a table and a chair placed at the center
of a 2.40m x 2.00m x 1.80m metallic structure. The participant sat com-
fortably on the chair inside the structure. A large paper goniometer (58cm
radius) was displayed upon the table. Participants visualized the immersive
virtual environment through a virtual reality (VR) system (HTC Vive, HTC
Corporation). They wore a VR headset (head mounted device - HMD) and
the HMD movement was tracked by two infrared cameras (base-stations).
To enhance the immersion of participants inside the virtual environment and
their sense of agency over the virtual upper limb, the movements of their
real left arm, forearm, hand, and fingers were tracked by motion capture
systems. Arm and forearm movements were tracked with four infra-red
cameras (Optitrack 13W, Natural Point, Inc) and reflective optical markers
worn by the participant. Finger movement was not tracked by the Optitrack
cameras because of the small, fixed volume of cameras workspace it requires
around the hand, which would have highly limited the arm movement. Thus,
a fingers motion tracking device attached on the HMD was employed (Leap
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Figure 3.1: Real world and virtual experimental setup. Panel A: exper-
imental setup with subject in default position. Blue squares: HTC Vive
devices (Infrared cameras and HMD). Green squares: Optitrack related
equipment (Infrared cameras and reflective optical markers). Orange square:
Leap Motion device. Brown squares: tactile stimulation tools. Panel B:
Proprioceptive drift measurement technique. Panel C: Sideview of the
virtual environment. Virtual experimenter (left) holding the paintbrush
and participant avatar (right) in initial position without forearm elongation.
Panel D: Participant’s 1PP of the virtual environment without forearm
elongation (a), with 20cm elongation (b), with 40cm elongation (c).
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Motion, Ultraleap). The device embeds two infrared camera which enables
finger tracking when the hand is in its field of view. We developed a VR
environment using the game engine Unity (version 2018.3.0, Unity Technolo-
gies). The virtual environment replicates the lab room where the experiment
was run, including table and chair. In the virtual environment, participants
see in a first-person perspective (1PP) their avatar’s body (male or female)
sitting in front of the virtual table. In the default position, both the real
participant and the participant’s avatar have the left forearm (palm down)
on the table and the right arm alongside the body. The left forearm of the
participant avatar can be elongated by different lengths (20cm or 40cm).
A virtual experimenter is seated on the other side of the table, in front of
the participant avatar, holding a virtual paintbrush in the right hand to
perform the stroking. When animated, the virtual experimenter performs
the brushing on the participant avatar’s left hand index finger. The brushing
animation of the virtual experimenter was replicated from a previous motion
capture recording of a real experimenter performing the brush stroking. The
virtual avatars were created with the open-source software MakeHumanTM.

3.2.3 Experiment

General procedure

The experiment investigated the effects on TDP of the embodiment illusion
over a virtual forearm elongated by 20cm (20S) and 40cm (40S) after a syn-
chronous VHI, where an asynchronous VHI with a 20cm forearm elongation
(20A) was used as control condition. Firstly, the virtual environment was
turned pitch black, and participants underwent a preliminary TDPT (pre-
TDPT) to measure their baseline TDP (see 2.3.2 for detailed information).
Then, when VR was activated, participants were instructed to look at their
surroundings (moving only their head) to familiarize themselves with the vir-
tual environment. To give participants agency over the arm and hand of the
avatar, favorizing their embodiment, participants were then asked in a first
phase to raise and move their left arm for ninety seconds (without making
any left fingers or wrist movement) while looking at the corresponding virtual
arm which moved accordingly thanks to the motion tracking. In a second
phase, they were instructed to place the palm of their left hand at a short
distance in front of their face and to move their hand and fingers for ninety
seconds while looking at their virtual counterparts which moved accordingly
thanks to the fingers motion tracking device. Finally, participants were
instructed to place back their left arm in the default position, and to keep

26



Chapter 3 3.2

it still until further notice. The VR environment was turned pitch black.
Participants then performed a proprioceptive measure (pre-PM), in which
they had to indicate the felt position of the tip of their left index finger (see
2.3.2 for detailed information). The left virtual forearm was then elongated
by 20cm or 40cm depending on the condition. The virtual environment was
illuminated again, and the participants were asked to look and pay close
attention to the (virtual) hand. To perform the VHI, the animation relative
to the virtual brush stroking was then started and the experimenter started
the tactile stimulation by brush stroking the real left index finger of the
participant synchronously or asynchronously (depending on the condition)
with respect to the visual virtual brush stroking performed by the virtual
experimenter on the left index finger of the avatar of the participant. Brush
stroking lasted ninety seconds. Following the VHI, a proprioceptive measure
(post-PM) was immediately performed, followed by a post-TDPT. Partici-
pants then were asked to answer a questionnaire evaluating the strength of
the embodiment illusion elicited by the VHI. The latest steps, starting from
the proprioceptive measure prior to the VHI were repeated for every VHI
condition, and conditions were tested in a pseudo-random order among par-
ticipants. The whole procedure, including the preparation of the participant,
lasted around one hour and half.

Figure 3.2: Experimental protocol of the experiment.
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Measures

To measure the embodiment outcomes following the VHI, participants were
asked to fill a self-evaluation questionnaire (adapted from [48, 56]) to evaluate
the strength of the ownership illusion over the virtual hand. Three of the
statements (Q1, Q2 and Q3) were ownership related and referred to the
extent of sensory transfer into the virtual hand and its self-attribution during
the VHI. The six other statements (Q4, Q5, Q6, Q7, Q8 and Q9) served as
control items to assess compliance, suggestibility, and placebo effect (see 6
for the detailed questionnaire). For each statement, participants were asked
to rate the extent to which these statements did or did not apply to their
experience, by using a seven-point Likert scale. On this scale, -3 meant:” I am
absolutely certain it did not apply”, 0 meant:” uncertain whether it applied
or not” and +3 meant:” I am absolutely certain it applied”. The statements
were presented to participants in a random order. The embodiment outcome
of the VHI was taken from the questionnaire results and computed as the RHI
Index. The RHI Index is defined as the difference between the mean score of
the ownership statements and the mean score of the control statements [119].
To measure the proprioceptive drift (PD) of the felt position of their left
hand caused by the VHI [48], participants were helped placing their right
arm on the paper goniometer in the starting position (90°). To measure
where they perceived the position of the tip of their index finger, they were
instructed to point with their right index finger towards the felt position of
the tip of their left index finger by rotating the right forearm while keeping
it in a straight line with the hand and index finger and the elbow in position,
like the hand of a clock. We registered the corresponding angle and helped
participants placing their right arm back alongside their body. Angular
values were converted to an elbow-index perceived distance expressed in
millimeters: participants forearms were always positioned on the extremities
of the goniometer so that their in-between distance would be of 580mm
(see Fig. 3.1, Panel B) and a simple trigonometric formula was used to
obtain the elbow-index distance corresponding to the given angular value
(Θ). The proprioceptive measure (PM) was performed right before (pre) and
after (post) every VHI and the resulting PD was calculated as the difference
between the post-proprioceptive measure and the pre-proprioceptive measure.

PM = 580× tan(Θ)

PD = PMPOST − PMPRE
(3.1)

To measure the TDP, participants underwent a TDP task (TDPT). During
the TDPT, blindfolded participants received fifty-six couples of tactile stimu-
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lation: one on the forearm (investigated TDP), and one on the forehead (used
as reference TDP) in a random order. Tactile stimulations were performed
using fork-like tools composed of two blunt tips with a specific distance
between each other. After each couple of stimulation, participants were
asked to report in which of the two stimulation the distance felt between
the tips of the forks was higher: they were instructed to answer “one” if
the first stimulation was felt larger, “two” it was the second. We recorded
the body part on which the stimulation distance was felt bigger. Distances
between the tips of the forks were chosen based on a previous study using
a similar task [114]. In all couples of stimulations, we used a reference fork
45mm wide, and a fork with 30mm, 35mm, 40mm, 45mm, 50mm, 55mm
or 60mm between-tips distance. The order, body part, and distance of the
stimulations were randomized and balanced among the fifty-six couples of
stimulations (twenty-eight unique couples of stimulations, each one performed
twice). From the participants responses, we calculated the percentage of
”forearm” answers (%FA) for each difference (∆L) between the length of the
forearm stimulation (Lforearm) and the length of the forehead stimulation
(Lforehead).

∆L = Lforearm − Lforehead

∆L ∈ [−15,−10,−5, 0, 5, 10, 15]
(3.2)

The TDP was measured by the point of subjective equality (PSE). In
this study, the PSE is defined as the extra between-tips distance needed
on the forearm stimulation compared to the forehead stimulation, so that
both between-tips distances are felt as equal. Thus, an augmentation of the
TDP on the forearm would result in reduction of the PSE. It is measured
in millimeters. To calculate the PSE, we proceeded as follows: for every
participant and every TDPT (Pre, 20A, 20S, 40S) we plotted the %FA
(y-axis) in function of the ∆L (x-axis) as independent variable and fitted
the data distribution with the following psychophysics sigmoid function (Fig.
3.4):

P (∆L,PSE,EA) =
100

1 + exp(−∆L−PSE
0.5×EA )

(3.3)

where P is the probability (expressed as a percentage) of feeling the larger
stimulation of the forearm. EA is the esteem accuracy and represents the
∆L value of the point in which the line tangent to the curve at the point of
coordinates (PSE, 50%) reaches the value P = 100%. It is the inverse of twice
the slope of the curve at (PSE, 50%). Considering that we expected a change
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Figure 3.3: Tactile Distance Perception Task. 7 couples of distances tested
in 4 different ways (28 different trials); each way repeated twice: 56 trials in
total.

in TDP and not in tactile accuracy, the EA was not further considered in
the study. From the fitted curve, the PSE can be defined as:

PSE = ∆L|P50% (3.4)

It represents the ∆L value of the point in which the curve corresponds to
the P = 50% value, i.e the ∆L value for which the larger stimulation has
the same probability to be felt on the forearm as on the forehead (perceived
equality of distances). PSE values were obtained as a result of the fittings.
The threshold of the fittings’ goodness-of-fit was fixed at 0.6 and the data
from participants who did not satisfy the threshold were discarded out of
the analysis. Finally, we computed for each condition the variation of PSE
i.e ∆PSE, as the difference between the post PSE (after the VHI) and
the pre PSE (PSE after the previous condition, or baseline PSE for the
first tested condition). Finally, for correlation purposes we calculated the
relative forearm elongation (RFE) for each participant and each synchronous
condition elongation (E, 20cm or 40cm) as the ratio between the length of
the virtual elongated forearm and the length of their real forearm (D):

RFEcondition =
D + Econdition

D
(3.5)
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3.2.4 Data analysis

Two separate analyses were performed. The general analysis was a within-
subjects analysis (i.e., repeated measures). However, we considered the
possibility that by undergoing different conditions successively without a
pause between them one condition could have an influence on the successive
one and that by repeating the VHI, its intensity might decrease. There-
fore, to discard these possible effects from the analysis, a between-subject
analysis was planned regarding only the data relative to the first condition
presented to participants, thus three independent groups (of 23 subjects
each) were formed depending on the first condition tested. In both anal-
yses, the significance threshold was set to p-values lower than 0.05 for all
statistical tests. Correlation analyses were performed between RHI Index
and ∆PSE, between PD and ∆PSE, between RFE20S and ∆PSE20S , and
between RFE40S and ∆PSE40S . For variation variables PD and ∆PSE we
evaluated the significance of their difference from 0 for each condition using
one-sample t-tests.

General analysis

Among all conditions, ∆PSE and PD data were distributed normally
(Shapiro-Wilk test, p¿0.05) but not RHI Index data. We used pre-planned
Wilcoxon’s signed-rank t-tests to evaluate the effects of the VHI synchronicity
(20A vs 20S) and forearm elongation (20S vs 40S) on RHI Index (Bonfer-
roni corrected for two comparisons). We used pre-planned Student’s paired
t-tests to evaluate the effects of synchronicity (20A vs 20S) and elongation
(20S vs 40S) on PD and ∆PSE (Bonferroni corrected for two comparisons).
Difference from 0 of variation variables PD and ∆PSE were evaluated using
one-sample Student t-tests. We used Student’s t tests to investigate any
difference of distribution in pre measures between conditions (20A vs 20S and
20S vs 40S) for the PD and ∆PSE (Bonferroni corrected for two compar-
isons). For correlation analysis, Spearman’s ρ was calculated between RHI
Index and ∆PSE, between RFE20S and ∆PSE20S , and between RFE40S

and ∆PSE40S (RFE20S and RFE40S not normally distributed). Pearson’s
r was calculated between PD and ∆PSE.

First condition analysis

Among each group, all data (RHI Index, PD, ∆PSE) were normally dis-
tributed. We used pre-planned Student’s unpaired t-tests to evaluate the
effects of synchronicity (20A vs 20S) and elongation (20S vs 40S) on RHI
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Index, PD and ∆PSE (Bonferroni corrected for two comparisons). Dif-
ference from 0 of variation variables PD and ∆PSE were evaluated using
one-sample Student t-tests. We used Student’s t-tests to investigate any
distribution difference in pre measures between conditions for the PD and
∆PSE (Bonferroni corrected for two comparisons). For correlation analysis,
Pearson’s r was calculated between RHI Index and ∆PSE. Spearman’s ρ
(PD among all groups, RFE20S and RFE40S not normally distributed) was
calculated between PD and ∆PSE, between RFE20S and ∆PSE20S and
between RFE40S and ∆PSE40S .

3.3 Results

3.3.1 General analysis

The synchronicity effect was found significant on the RHI Index (Fig. 3.5,
top-left graph). Indeed, the score of the synchronous VHI (20S) resulted
significantly greater than the asynchronous control condition (20A) (t =
8.849, p<0.001). However, the elongation effect was not found significant
(Fig. 3.5, top-right graph): no significant difference in RHI Index score was
found between the synchronous conditions 20S vs 40S (t=0.145, p=1.000).
Neither the synchronicity nor the elongation effect was found significant
on PD (Fig. 3.5, middle graphs; 20S vs 20A: t=1.941, p=0.116 and 40S
vs 20S: t=1.132, p=0.526). Nevertheless, PD resulted significantly greater
than 0 following the synchronous conditions (20S: t=3.035, p=0.004; 40S:
t=3.499, p<0.001) but not following the asynchronous one (20A: t=0.118,
p=0.906) and no significant difference of PD pre-measures (pre-PM) was
found neither between 20A and 20S nor between 20S and 40S (p=1.000
for both comparisons). No significant effect of synchronicity was found on
∆PSE (Fig. 3.5, bottom-left graph; 20S vs 20A: t=1.139, p=0.518), nor
any significant elongation effect (Fig. 3.5, bottom-right graph; 40S vs 20S:
t=-1.611, p=0.224). However, ∆PSE was found significantly lower than 0
only following the 40S condition (Fig. 3.5, bottom graphs; 20A: t=-1.717,
p=0.091; 20S: t=0.316, p=0.753; 40S: t=-2.295, p=0.025) and no significant
difference of ∆PSE pre-measures was found neither between 20A and 20S
nor between 20S and 40S (p=1.000 for both comparisons).
No significant correlation was found between any measure (Fig. 3.6; ρ(RHI In-
dex, ∆PSE)=-0.085, p=0.325; r(PD, ∆PSE)=-0.127, p=0.142; ρ(RFE20S ,
∆PSE20S)=-0.094, p=0.538; ρ(RFE40S , ∆PSE40S)=-0.050, p=0.743).
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Figure 3.5: Raincloud plots showing results of the within-subjects analysis
on the synchronicity effect (left) and elongation effect (right) on the RHI
Index (top), PD (middle) and ∆PSE (bottom). Asterisks on top of brackets
indicate the significance of a comparison and asterisks without brackets
indicate the significance of a difference from 0. For each graph the displayed
p-value is the p-value of the statistical test between the compared conditions.
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Figure 3.6: Correlations plots of the within-subjects analysis: RHI Index
and ∆PSE (top left), PD and ∆PSE (top right), RFE20S and ∆PSE20S

(bottom left), and RFE40S and ∆PSE40S (bottom right).

35



Chapter 3 3.3

3.3.2 First condition analysis

The synchronicity effect was found significant on the RHI Index (Fig. 3.7,
top-left graph). Indeed, the score of the synchronous VHI resulted signifi-
cantly greater than the asynchronous control condition (20S vs 20A: t=3.473,
p=0.002). However, no significant effect of elongation was found on the RHI
Index (Fig. 3.7, top-right graph; 20S vs 40S: t=0.606, p=1.000).
No significant difference between conditions was found in the Pre PM (20S vs
20A: t=0.004, p=1.000 and 40S vs 20S: t=1.063, p=0.588) and all conditions
were found to elicit a significant PD (Fig. 3.7, middle line graphs; 20A:
t=2.737, p=0.012; 20S: t=3.547, p=0.002; 40S: t=3.116, p=0.005). However,
no significant effect of synchronicity nor elongation was found on PD (20S
vs 20A: t=0.770, p=0.892; 40S vs 20S: t=-0.999, p=0.646).
No significant difference in Pre PSE was found between conditions (20S vs
20A: t=1.463, p=0.302) nor between 40S and 20S (t=1.029, p=0.620). All
conditions were found to elicit a ∆PSE significantly lower than 0 (Fig. 3.7,
bottom line graphs; 20A: t=-2.608, p=0.016; 20S: t=-2.288, p=0.033; 40S:
t=-6.232, p<0.001). No significant effect on synchronicity was found on
∆PSE (20S vs 20A: t=0.096, p=1.000), but the elongation effect proved
significant (40S vs 20S: t=-2.551, p=0.030).
The correlation between RHI Index and ∆PSE was found close to signif-
icance (Fig. 3.8, left graph; r=-0.225, p=0.069) but no significant cor-
relation between any measure was found (ρ(PD,∆PSE)=0.116, p=0.353;
ρ(RFE20S ,∆PSE20S)=-0.229, p=0.331; ρ(RFE40S ,∆PSE40S)=-0.374, p=
0.104).
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Figure 3.7: Raincloud plots showing results of the between-subjects anal-
ysis on the synchronicity effect (left) and elongation effect (right) on the
RHI Index (top), PD (middle) and ∆PSE (bottom). Asterisks on top of
a bracket indicate the significance of a comparison and asterisks without
bracket indicate the significance of a difference from 0. For each graph the
displayed p-value is the p-value of the statistical test between the compared
conditions.
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Figure 3.8: Correlations plots of the between-subjects analysis: RHI Index
and ∆PSE (top left), PD and ∆PSE (top right), RFE20S and ∆PSE20S

(bottom left), and RFE40S and ∆PSE40S (bottom right).
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3.4 Discussion

The aim of the study was to understand whether the change in TDP follow-
ing a bodily illusion demonstrated by previous studies [114, 116] could be
achieved through embodiment over a fake limb. We used a VHI paradigm
with an elongated forearm in a 1PP virtual environment to induce the bodily
illusion of owning an elongated forearm and assessed the resulting change in
TDP using a TDPT. The experimental protocol exposed participants to syn-
chronous VHI with two different forearm elongations and to an asynchronous
VHI as a control condition. In this novel study, we attempted to establish a
link between embodiment and TDP. The embodiment illusion proved effec-
tive, as participants perceived a significantly higher level of ownership (from
the RHI Index in both analyses) after a synchronous VHI compared to an
asynchronous condition. Our experiment confirms previous findings on the
effectiveness of virtual reality together with synchronous visuo-tactile stimu-
lation in eliciting ownership over a virtual limb [89, 120]. It also confirms
previous results showing that it is possible to embody a fake hand placed
farther than the real one along the distal plane in a RHI or VHI paradigm
[41, 88, 97]. The first condition analysis on PD revealed that participants
perceived a significant proprioceptive drift of the position of their real hand
towards the position of the virtual hand at the end of the virtual forearm
after all VHI conditions, even the asynchronous one (PD significantly greater
than 0 for all conditions), without a significant effect of synchronicity. Those
results come in line with previous studies ([121] in a real environment, [90]
in VR) which suggests a dissociation between ownership due to congruent
visuo-tactile integration and proprioceptive drift (also introduced by [36]),
the latter likely to be led by visuo-proprioception [92]. Nevertheless, Rhode
and colleagues further detailed that long asynchronous stimulation (i.e 120s)
prevents the proprioceptive drift. On the contrary, we found PD to be robust
to asynchronous stimulation (PD value significantly higher than 0 and no
significant difference between asynchronous and synchronous conditions in
the first condition analysis). Our stimulation was slightly shorter (i.e. 90s);
however, we did not consider that such limited difference in stimulation dura-
tion (i.e., 30s) could affect the outcome. We suggest here that the robustness
of the PD is due to the strength of the visuo-proprioceptive integration in
the case of a VHI in an 1PP immersive virtual reality, which corroborates the
findings of Perez-Marcos and colleagues [122]. However, it is also worth to
say that such PD significantly greater than 0 in asynchronous condition could
be due also by the differences among groups of participants in providing the
proprioceptive measure. Indeed, considering the results of the within-subjects
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general analysis where is expected a limitation of this effect, we observe a PD
significantly greater than 0 only for the synchronous conditions. Although
no significant difference was found among conditions, this finding in general
analysis seems to suggest an effect of synchronicity on PD. We could, hence,
hypothesize that even if visuo-tactile synchronicity is not the leading effect in
the manifestation of PD in VHI, it might nevertheless enhance it. The first
condition analysis on ∆PSE proved that participants perceived an increase
in TDP on the forearm after all elongated VHI conditions and the effect
of the virtual forearm elongation on the TDP was confirmed (∆PSE due
to 40S significantly lower than ∆PSE due to 20S). Although no significant
effect of elongation was found between the two synchronous conditions in
the general analysis, the fact that only the 40S condition elicited a signif-
icant increase in TDP (∆PSE due to 40S significantly lower than 0) was
highlighted, confirming the findings of first condition analysis. However, in
general, none of the analyses showed an effect of synchronicity of the VHI on
the modification of the TDP. Therefore, the presence of the elongation effect
in the absence of a significant synchronicity effect, combined with the absence
of correlation between RHI Index and ∆PSE in both analyses suggests that
the modification of the TDP is dissociated from the elicited embodiment of
the virtual hand by the VHI paradigm. Still, elongation of a virtual forearm
perceived in a virtual environment here proves to effectively increase the
TDP on the corresponding real forearm. In line with the change in TDP
caused by the visual modification of body proportions performed with lenses
by Taylor-Clarke and colleagues [114], we suggest here that the increase of
TDP results at least from the visual experience of the virtual body, thus
that visual feedback plays the main role in the modification of the body
schema whereas congruent visuo-tactile feedback leading to ownership here
appears irrelevant. This is also partly in line with another study where a
change in the visually perceived sizes of objects was found after participants
experienced in 1PP VR vision and agency over a virtual hand of modified
dimensions without any form of congruent visuo-tactile stimulation [123].
Nevertheless, it is possible that the observed modification of TDP might
still be linked to the embodiment of the virtual body since ownership over a
virtual body can be elicited solely by vision in the case of an immersive 1PP
experience [124–128]. However, no measure taken in our study can attest the
veracity of this hypothesis. It must be mentioned that one limit of this study
is the lack of a break between the conditions underwent by participants.
Indeed, participants underwent all conditions successively without removing
the headset nor moving their left arm. Therefore, no proper “reset” of the
experimental conditions took place between the different conditions, and
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thus the effects of one condition on ownership and body schema modification
might have been transferred to the successive condition. This issue can
affect the results of the general analysis but not of the first condition analy-
sis, giving a greater relevance to the analysis of the first condition results
despite an a priori greater standard deviation in the data with respect to
the general analysis (due to inter-subjects variability). Furthermore, it has
been demonstrated in a classical RHI that ownership over the fake hand has
decreased five minutes after the end of the visuo-tactile stimulation [129].
In our experimental protocol, the TDPT lasts around ten minutes and is
performed before participants answer the questionnaire. It is therefore likely
that the ownership data we registered are underestimated for the synchronous
conditions with respect to the direct post-illusion feeling of ownership. This
underestimation of the RHI Index would not question the highlighted effect
of synchronicity on ownership, which is present nevertheless, but it might
have affected the correlation results between the RHI Index and the ∆PSE.
Finally, PD has been previously presented as a measure of the body schema
[2, 130–132]. The presence of a significant effect of elongation on the variation
of the TDP in the absence of one on the PD, coupled to the absence of
significant correlation between ∆PSE and PD suggests that the assessment
of the TDP (i.e., exteroception) is more sensitive measurement than the PD
metric (i.e., proprioception) to measure a modification of the body schema
involving a change of the perceived dimensions of a limb.

3.5 Conclusion

In our everyday life, we interact with the environment using our body to
sense. Like any sensor, our perception requires specific reference frames to
measure parameters accurately. For instance, to perceive tactile distances
we rescale our perception based on the currently perceived dimensions of the
touched body part. It is believed that rescaling process involves the implicit
model of the metric properties of our body constructed by the brain: the
body schema. Several studies have proven the latter by modifying the body
schema of participants through own body size modifications illusions and
observing a correlated modification of the TDP. However, to our knowledge
none had investigated it following a modification of the body schema through
the embodiment of an artificial (i.e virtual) body part. In this study we
investigated the effects on TDP of an embodied virtual elongated forearm.
Even though we found an increase of the TDP positively associated to the
virtual forearm elongation, no link has been found between the perceived
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embodiment over the virtually elongated arm resulting from the VHI and
the perceived augmentation of the TDP, suggesting that the alteration of
the body schema has taken place mainly through 1PP visual feedback over
the elongated body part.
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Chapter 4

A Novel Platform for
Robot-Aided Transcranial
Magnetic Stimulation

4.1 Introduction

TMS functioning as well as its applications have been introduced in Chapter
1. TMS is usually carried out by an expert operator who manually holds the
coil on the subjects scalp [133]. However, the weight of coils coupled with the
duration of TMS sessions both in clinical and research environments can make
it difficult for operators to maintain the required position and orientation
for an accurate stimulation. Errors in position and orientation can greatly
decrease the resulting intensity and location of the stimulation [134–137],
thus compromising the efficacy of the treatment or the reproducibility of the
research study. Therefore, neuronavigation systems guiding in real-time TMS
operators in the correct placement of the coil on the subject’s scalp have
emerged and are now widely used [138]. They mainly consist in a computer
vision software coupling a stereotaxic system with a 3D model of the brain and
scalp correlating geometrical data of the subject’s scalp with their personal
or average magnetic resonance imaging (MRI) [139]. Nevertheless, despite
the significant help of neuronavigation in stimulation accuracy, the latter still
remains dependent on operator variability [140]. To tackle this issue, a wide
range of robot-aided TMS systems have been proposed [141–146]. Besides
improving accuracy, repeatability and reproducibility of the stimulation,
they can also improve patients and operators’ comfort and compensate for
patients’ head movements. Although, a few commercial systems are already
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available [147–149], their cost and their ”black box” characteristic are their
main drawbacks. It is indeed impossible to implement additional custom
protocols for calibration, placement of the coil and stimulation, and the lack
of a common standardized use procedure make it difficult to compare and
reproduce results from different studies using robot-aided TMS. A first semi-
custom neuronavigated robot-aided TMS platform was formerly developed.
The system consisted in a seven degrees-of-freedom (dof) robot (Panda,
Franka Emika GmbH) holding a TMS coil, an infrared camera (Polaris Vicra,
Northern Digital Inc.) tracking the movement of the head of the subject
wearing optical markers, and an commercial neuronavigation software (E.M.S
srl). This preliminary platform enabled to develop a novel hand-eye and robot-
world calibration methodology and control approach, and to successfully
validate them by showing a better performance of the robotic system in coil
positioning than a human expert operator [150, 151]. The platform however
presented two main drawbacks. The first one being the neuronavigator, a
commercial software that despite its efficacy, was not open-source which
thus prevented the access to some data and denied the possibility to add
any other functionality. The second drawback was the sampling frequency
of the infrared cameras (20Hz) which was too low to generate a smooth
trajectory for the robot to follow while minimizing its latency and end-effector
jerk. We thus developed a novel platform using more efficient yet cheaper
infrared cameras and an open-source neuronavigation software based on
which we developed new functionalities. Besides, by improving the real-time
compensation of head movements of the robotic TMS platform, we would also
open the way to new experimental possibilities required for the embodiment
platform such as transcranial magnetic stimulation during a task requiring
movement of the subject.

4.2 Development

4.2.1 Platform description

The platform maintains the TMS coil in the desired pose on the subject’s
head by tracking and compensating for the subject’s head movement in real-
time. The robotic manipulator used in the platform is a 7-dof manipulator
(Panda, Franka Emika GmbH) that holds a TMS coil (D70 Alpha Coil, figure
of eight, Magstim Co Ltd) on its end-effector thanks to a 3D-printed adaptor.
The robot is equipped with torque sensors in each joint and its controller
runs at a frequency of 1kHz. The motion tracking is performed thanks to
two Optitrack 13W infrared cameras (NaturalPoint Inc.) that track the
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position of reflective optical markers. The cameras’ sampling frequency
is set at their maximum i.e 240Hz. Our neuronavigator is based on the
open-source neuronavigator NeuRRonav [152] developed by the NeuRRo Lab
of the University of Michigan Medical School with the game engine Unity
in C# language. The NeuRRonav software had been developed with an
older version of Unity (Unity 5.4.1f.1). However, with the scope of unifying
several Unity projects into one in the future, it has been decided to work
with a more recent version of Unity, with which we were already working
for other projects (see section 2.2). Thus, the first step of the customization
of the software has been to fix its compatibility issues with our more recent
versions of Unity (Version 2018.3.3f1).

4.2.2 Communication

The Optitrack cameras track the position of the optical markers attached
on rigid bodies (one strapped on the subject’s head, the other one attached
to the TMS coil). Thanks to ethernet cables, the cameras are connected
to and powered by a Power-over-Ethernet (PoE) switch (Netgear Inc.) in
turn connected to a Windows computer. The data captured by the cameras
are live-streamed to the Optitrack Motive software (version 2.1.1 Final,
running on the Windows PC) which computes in real-time the position
and orientation (pose) of the rigid bodies based on the position of their
optical markers. Rigid bodies’ pose information is then live-streamed to the
neuronavigation software in Unity, also running on the Windows PC, thanks
to the Optitrack plug-in for Unity (Unity Plugin, version 1.1.0). It embeds a
NatNet client/server networking protocol for real-time communication using
UDP. The robot control application we have developed has been programmed
in C++ language using Qt libraries and runs on a Linux computer (running
OS Ubuntu 16.04 LTS). To live-stream the relevant information (poses of
the head and selected hotspot for stimulation) from the neuronavigator to
the robot control application, we developed a UDP communication between
both computers. We developed the sender part of the UDP in C# on the
neuronavigator and the receiver part in C++ on the robot control application.
Finally, output torque commands coming from the robot control application
are sent to the robot controller through TCP/IP.

4.2.3 Neuronavigation & Calibration protocol

The neuronavigation software NeuRRonav is a graphical user interface inte-
grating motion capture that enables to visualize on a computer screen the
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virtual model of the subject’s head and of the TMS coil as well as their
respective poses in the workspace.

Four real tools equipped with motion tracking optical makers are used with
the neuronavigation software: a calibration tool, a stylus, a head marker and
a coil marker. The first step consists in calibrating the stylus length into the
neuronavigator by placing its tip at the center of the calibration tool. By doing
so the motion tracking system communicates to the neuronavigation software
the orientation and length of the stylus’ rod with respect to the optical
markers placed on its handle. With this information the neuronavigator can
recreate the exact virtual model of the stylus and replicate in real time its
position and orientation (pose) in the virtual environment. The next step
consists in calibrating the virtual model of the TMS coil. To do so, we place
the tip of the stylus at the center, top and right extremities of the coil’s
stimulation surface. The neuronavigator uses these points to create the coil’s
virtual model and to define its pose with respect to the pose of the real coil’s
marker so that the neuronavigator can replicate in real time the movement
of the real coil on the virtual one. One this is done, we can perform the
the robot-cameras reference frames calibration following the methodology
presented in [151]. The final step of the calibration consists in creating the
virtual model of the subject’s head. To do so, we attach firmly the head
marker on the subject’s forehead, then we successively place the tip of the
stylus on five fiducial points of the subject’s head (inion, right tragus, left
tragus, nasion, vertex). By doing so, we communicate the relative position
of the fiducial points with respect to the head marker to the software which
then fits a generic virtual head model to the subject’s head proportions. The
pose of the subject’s virtual head then follows the pose of the subject’s real
head in real time.

Once the calibration is finished, we can start creating the stimulation
hotspots. The TMS operator manually moves the robot (controlled in a
transparent mode at that moment) in order to place the stimulation surface
of the coil on the subject’s head and starts looking for the hotspot. Once
it has been found, the corresponding pose of the coil (center point, also
called focus) with respect to the subject’s head is saved and an arrow-shaped
virtual object pointing towards the hotspot is created at the corresponding
pose in the neuronavigator. It is possible to create as many hotspots as it is
desired and the hotspot whose pose has to be streamed to the robot control
can be selected by clicking on it in the neuronavigator.
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Figure 4.2: Robot-aided TMS platform calibration steps. Panel A: Stylus
Calibration. Panel B: Coil calibration with coil (seen from below), calibra-
tion points and stylus on focus point. Panel C: Robot-cameras calibration.
See [151] for details about the calibration process. Panel D: Head model
calibration with stylus on left tragus and head marker on subject’s forehead.

4.3 Validation and comparison of control
approaches

4.3.1 Rationale

On the developed platform presented in section 4.2 we implemented and com-
pared three different control approaches for the head motion compensation
(homogeneous and selective impedance controls and hybrid force-position
control), testing their performance during head movements both in term
of contact force and tracking accuracy. The possibility to administer TMS
while subjects perform tasks or even walk may indeed open-up new hori-
zons in neuroscience. However, while following head’s movement, robotic
systems must limit interaction forces guaranteeing patients’ safety. Hence
the relevance of the control evaluation not only in term of accuracy but
also in term of physical interaction. To simulate simple (translations and
rotations) and complex head movements (head oscillations during walking on
a treadmill), we employed another robot to move a dummy head, assessing
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Figure 4.3: NeuRRonav software grahical user interface after calibration.
Panel A: front view of the head model with fiducials points (colored cubes),
and coil on hotspot (blue arrow). Panel B: top-view. Panel C: left-side-
view. Panel D: Buttons canvas.

the performance of the TMS platform both in static and dynamic conditions.
For this study, we used a second Panda manipulator, hereafter called ”sup-
port robot”, placed at 1m distance from the TMS robot, and holding the
mock-up head to simulate human movements. Simple movements of the
head have been implemented on the Franka Emika Desk web application,
whereas more complex head movement such as walking simulation, have
been implemented in a secondary control application (using C++ language
and Qt libraries). The complete platform of this study together with the
reference frames of the coil and support robot are display on Fig. 4.4.

4.3.2 Control approaches

Control algorithm of the TMS robot aims to move the coil on the scalp and
to keep it on the hotspot maintaining a correct position and orientation
while compensating for head movements. Besides pose tracking to ensure
high stimulation accuracy, the system must guarantee subjects’ safety. For
this reason contact forces at the coil need to be limited.
We implemented three different control approaches: i) impedance control with
homogeneous impedance; ii) impedance control with selective impedance; iii)
hybrid position-force control.
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Impedance control

Impedance control allows to maintain the coil on the hotspot, without direct
regulation of the contact force but adjusting the impedance between the
robot and the environment [153]. Commanded joint torques are computed
according to the following equation:

τ = JT [K(xd − x)−D(Jq̇)] + Cq̇ +G (4.1)

with τ being the 7x1 joint torque vector and J the 6x7 Jacobian relative
to the robot base frame; xd and x the desired and current end-effector pose
in the cartesian space with respect to the robot base frame and expressed as
6x1 vectors. q̇ is the 7x1 joint velocities vector. K and D are respectively the
stiffness and damping 6x6 matrices. C is the contribution of the centrifugal
and Coriolis forces and finally G is the 7x1 gravity forces vector.
Furher details on the definition of xd relative to the stimulation target can
be found in [151].

Homogeneous impedance

In the first approach, the impedance is homogeneous i.e the same on every
axes of the coil reference frame. K and D result in:

Khomogeneous = diag(Kt,Kt,Kt,Kr,Kr,Kr)

Dhomogeneous = diag(Dt, Dt, Dt, Dr, Dr, Dr) (4.2)

where x, y and z axes of the impedance matrices refer to the coil reference
frame as shown in Fig. 4.4 B. In the present study Kt = 2500 N/m,
Kr = 50 N/rad, Dt =

√
Kt Ns/m and Dr =

√
Kr Ns/rad. The implemented

code for this approach is available at https://github.com/ANoccaro/Robot-
aidedTMS.

Selective impedance

The second approach employs a heterogeneous impedance, selectively reduc-
ing its value only along the stimulation direction, i.e. the direction of contact
with the scalp. Such selective impedance aims to increase the safety and
comfort (compliance coil behavior towards the head) while maintaining high
accuracy in the coil positioning (stiff behavior in orientation and position on
the stimulation plane). Thus the diagonal stiffness and damping matrices
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become:

Kselective = diag(Kt,Kt,Kz,Kr,Kr,Kr)

Dselective = diag(Dt, Dt, Dz, Dr, Dr, Dr) (4.3)

with Kz < Kt, being z the stimulation direction relative to the coil
reference frame (Fig. 4.4 B). In the experimental validation the following
values were employed: Kt = 2500 N/m, Kz = 1500 N/m, Kr = 50 N/rad,
Dt|z =

√
Kt|z Ns/m and Dr =

√
Kr Ns/rad.

Hybrid force-position control

The hybrid force-position approach decomposes the task space into uncon-
strained directions along which the system is controlled in position and
constrained directions in which it is controlled in force [154], [155]. Position
control is usually used to accurately place the coil on the target area, com-
pensating for head movements, while force control is designed to regulate
the force applied along the normal direction of the scalp [143]. To avoid
stability problems of the force control during clear non-contact situations we
first move the coil on the desired position with the homogeneous impedance
control described earlier. Once the robot has reached the desired position on
the scalp, it switches to the hybrid force-position control. We chose a 5N
commanded force to be applied by the robot as a compromise between the
necessary force for accurate positioning and forces applied by conventional
hand-held TMS procedures [156].
The hybrid control commands the torques of each joint according the following
equation:

τ = JT [Ω(K(xd − x)−D(Jq̇))

+ Ω(Fd +Kf (Fd − Fs)−Kvf (Jq̇)) + Cq̇ +G (4.4)

where Ω and Ω select the directions along which the robot is controlled
in position (XY plane in the coil reference frame as depicted in Fig. 4.4 B)
and in force (the Z axis) and are defined as follows:

Ω =

[
RcSt

bRT
c 0

0 bRcSr
bRT

c

]
;

Ω =

[
bRc(I − St)

bRT
c 0

0 bRc(I − Sr)
bRT

c

]
(4.5)
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with bRc the rotation matrix from the robot base to the coil reference
frame, I the identity matrix and St and Sr respectively the 3x3 translation
and rotation selective matrix expressed in the coil reference frame (Fig. 4.4
B). In particular St = diag(1, 1, 0) and Sr = diag(1, 1, 1), with non-zero
elements on the direction to be controlled in position and zero elements on
the directions to be controlled in force.
Referring to Eq. 4.4, Fd and Fs are respectively the desired force and the
current 6x1 force vector at the coil reference frame expressed with respect to
the robot base frame; Fs is estimated using the FCI libraries and measures of
the torque sensors embedded into each robot joint. Kf = 0.9 and Kvf = 0.2
Ns/m represent respectively the force control gain and the damping along
the force controlled direction.

Fd is defined as follows:

Fd = AdT · coilFd (4.6)

with coilFd = [0, 0, 5, 0, 0, 0]T N the desired force with respect to the coil
frame and Ad the adjoint matrix needed to express the desired interaction
at the coil with respect to the base reference frame. Ad is defined as:

Ad =

[
coilRb p̂ · coilRb

0 coilRb

]
(4.7)

with coilRb and p being respectively the rotation matrix from the coil
reference frame to the robot base reference frame and the position vector
of the robot base reference frame expressed in the coil frame. p̂ and p are
defined as follows:

p̂ =

 0 −p3 p2
p3 0 −p1
−p2 p1 0

 ; p =

p1p2
p3

 (4.8)

4.3.3 Experimental protocol

The three control approaches were tested and evaluated simulating first
simple head translations and rotations and then simulating head movements
while walking on a treadmill.

Translations The support robot moved the dummy head along each axis
-one at a time- of the support frame (Fig. 4.4 C), here also corresponding to
the support robot base frame), performing a series of 5 translations always
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starting from the same point. Control algorithms were tested for translation
distances of 10 mm, 20 mm and 30 mm in both positive and negative
directions, each one for velocities of 0.2 m/s and 0.5 m/s, for a total of 36
different series of movement [157].

Rotations A second test was performed for head rotation, from 0° to 30°,
simulating head pitch (Fig. 4.4 C), i.e. the ”yes” movement. Five series
of rotations were performed at velocities of 9°/s and 18°/s for a total of 6
different series of movements. Each series of movements, both for translations
and rotations, is composed of 10 movements (5 back and forth) separated in
time by a 2 s pause during which the head remained still.

Walking on treadmill A third dynamical test was conducted simulating
the head movement of of a person walking on a treadmill [158]. The support
robot was commanded so that the dummy head would follow a sinusoidal-like
trajectory defined by the following equations:

zh(t) = zh(0) +Azsin(2πftt) (4.9)

Rh(t) = Rh(0)Ry(t) (4.10)

with zh and Rh the vertical position and orientation of the dummy
head with respect to the support base frame (Fig. 4.4 C). zh(0) and Rh(0)
represent values at time t = 0, whereas Ry is the elementary rotation matrix
around the y axis, here corresponding to the pitch direction, and computed
as follows:

Ry =

 cosθ 0 sinθ
0 1 0

−sinθ 0 cosθ

 (4.11)

θ(t) = Aθsin(2πfθt) (4.12)

To simulate walking with slow velocity (0.6 m/s) the translation and
pitch amplitude were respectively set to At = 10 mm and Aθ = 2°; while the
frequency of vertical movements and pitch rotations were respectively set to
ft = 1 Hz and fθ = 1 Hz [158].

4.3.4 Data Analysis

Performance were evaluated both in static and dynamic conditions, i.e.
relatively to the achieved values of the investigated metrics at the end of the
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head movement and during actual head motion, respectively. The following
measures were used:

• Position (Exy: cartesian norm on the stimulation plane, Ez: error along
the stimulation axis) and orientation (Eϕ: norm in the SO(3) space)
error of the coil with respect to the selected target both in static and
dynamic conditions;

• Initial latency (Lstart): the time interval between the start of head
movement and the start of coil movement, to understand how quickly
the system tracks head movement;

• Settling time (Lend), considering the time interval between the end of
the head movement and the end of the coil movement to analyze the
settling time of the robotic control system;

• Interaction forces Fz between the stimulation coil and the mock-up
head.

For the translation movements, performance were compared using a two-way
Kruskal-Wallis test (after having evaluated the non-normal distributions
with Shapiro-Wilk test) with control approach and direction of movement
as factors. Post-Hoc analysis was conducted using Mann-Whitney test with
Bonferroni correction. Performance comparison among the three controls
during head rotations and simulated walking was conducted with a one-
way ANOVA, except for the contact force values analyzed with a one-way
Kruskal-Wallis test and a Bonferroni corrected Mann-Whitney post-hoc test.

4.3.5 Results

Tracking errors and interaction forces, for head translation movements, did
not show significant differences along directions of movement or velocities of
the head. Thus we reported only the comparison between control algorithms
regardless to the direction or velocity of the head translation. In static
conditions (i.e. at the end of head movements), errors in coil positioning
on the stimulation plane and in orientation are comparable between the
homogeneous (EXY = 0.003 ± 0.001 m, Eϕ = 1.56 ± 0.5°) and selective
(EXY = 0.003± 0.0008m, Eϕ = 1.64± 0.46°) impedance controls, and lower
(p < 0.001) for the hybrid control (EXY = 0.0027±0.0008m, Eϕ = 1.07±0.5°)
(Fig. 4.5 A-B). In term of distance from the target along the stimulation
direction, homogeneous impedance control shows the highest error and widest
distribution (EZ = 0.002± 0.0008m), while the hybrid control achieves the

55



Chapter 4 4.3

F
ig
u
re

4
.5
:
P
er
fo
rm

a
n
ce
s
ev
a
lu
a
te
d
in

st
a
ti
c
a
n
d
d
y
n
a
m
ic

co
n
d
it
io
n
s
fo
r
th
e
h
o
m
o
g
en

eo
u
s
im

p
ed

a
n
ce

(y
el
lo
w
),

se
le
ct
iv
e
im

p
ed

an
ce

(p
u
rp
le
)
an

d
h
y
b
ri
d
co
n
tr
ol

(g
re
en

)
ap

p
ro
ac
h
es

d
u
ri
n
g
h
ea
d
tr
a
n
sl
a
ti
o
n
m
ov
em

en
ts
.
P
a
n
e
ls

A
&

E
:
p
o
si
ti
o
n
er
ro
r
(n
o
rm

o
n
th
e
st
im

u
la
ti
o
n
p
la
n
e)
.
P
a
n
e
ls

B
&

F
:
o
ri
en
ta
ti
o
n
er
ro
r.

P
a
n
e
ls

C
&

G
:

p
os
it
io
n
er
ro
r
o
n
th
e
st
im

u
la
ti
on

d
ir
ec
ti
on

.
P
a
n
e
l
D

&
H
:
co
n
ta
ct

fo
rc
e.

56



Chapter 4 4.3

F
ig
u
re

4
.6
:
P
er
fo
rm

a
n
ce
s
ev
a
lu
a
te
d
in

st
a
ti
c
a
n
d
d
y
n
a
m
ic

co
n
d
it
io
n
s
fo
r
th
e
h
o
m
o
g
en

eo
u
s
im

p
ed

a
n
ce

(y
el
lo
w
),

se
le
ct
iv
e
im

p
ed
an

ce
(p
u
rp
le
)
an

d
h
y
b
ri
d
co
n
tr
ol

(g
re
en
)
ap

p
ro
ac
h
es

d
u
ri
n
g
h
ea
d
ro

ta
ti
o
n
m
ov
em

en
ts
.
P
a
n
e
ls

A
&

E
:
p
os
it
io
n
er
ro
r
(n
or
m

on
th
e
st
im

u
la
ti
on

p
la
n
e)
.
P
a
n
e
ls

B
&

F
:
or
ie
n
ta
ti
on

er
ro
r.

P
a
n
e
ls

C
&

G
:
p
os
it
io
n

er
ro
r
o
n
th
e
st
im

u
la
ti
o
n
d
ir
ec
ti
o
n
.
P
a
n
e
l
D

&
H
:
co
n
ta
ct

fo
rc
e.

57



Chapter 4 4.3

Figure 4.7: Starting latency (top) and settling time (bottom) for of head
translations (left) and rotations (right) for the the homogeneous impedance
(yellow), selective impedance (purple) and hybrid control (green) approaches.

lowest error values (EZ = 0.0009 ± 0.0006 m) (Fig. 4.5 C; all p values
< 0.001).
Contact forces are more spread in impedance controls, with higher values in
the homogeneous approach (FZ = 1.32± 0.92N) than in the selective one
(FZ = 0.83± 1.44N) (p < 0.001). On the other hand, hybrid control shows
a compact distribution (FZ = 4.59± 0.73N) around the desired force value
(5 N), significantly higher than both the impedance controls (all p values
< 0.001). Same results in term of contact force are obtained also in dynamic
conditions (Fig. 4.5 D).
Performances of the selective impedance control in dynamic conditions in
terms of coil positioning error on the plane (EXY = 0.0036 ± 0.0004 m)
and on the stimulation direction (EZ = 0.0014 ± 0.0005 m) (Fig. 4.5
A-C) both show results significantly comparable to the hybrid control
(EXY = 0.0038±0.0012m, EZ = 0.0012±0.0004m) and better than the homo-
geneous impedance one (EXY = 0.0044± 0.0011m, EZ = 0.0023± 0.0008m)
(p = 0.014 in position error and p < 0.001 in stimulation direction position
error). Comparisons of control approaches in terms of orientation error
and contact force result similar to the ones in the static evaluation during
translation movements (Fig. 4.5 B-D) except for the orientation error in the
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Figure 4.8: Performances evaluated in dynamic conditions for the homoge-
neous impedance (yellow), selective impedance (purple) and hybrid control
(green) approaches during walking head movements. Panel A: position error
(norm on the stimulation plane). Panel B: orientation error. Panel C:
position error on the stimulation direction. Panel D: contact force.

selective impedance approach (Eϕ = 1.70± 0.28°) that is lower (p < 0.001)
than the one achieved with the homogeneous control (Eϕ = 1.97± 0.24°).
Similar results on contact forces can be found for static condition of head
rotations (Fig. 4.6 D). Positioning errors on the plane are however signifi-
cantly lower for the hybrid approach than for both impedance approaches
(p < 0.001 in both cases) (Fig. 4.6 A), whereas orientation and position
on the stimulation direction errors are significantly higher for the hybrid
approach than for the impedance ones (p = 0.001 for both orientation error
comparisons, and p < 0.001 for both position on stimulation direction error
comparisons) (Fig. 4.6 B-C). Homogeneous impedance control proves to
require the highest time to follow the head translations (338.4± 144.8ms)
and to settle after the motion (1022± 192.4ms) (Fig. 4.7 A-C), whereas the
selective impedance approach presents more compact distributions (initial
latemcy=128.5±49.3ms, settling time= 227.8±86.5ms), respectively compa-
rable to and better (all p < 0.001) than the hybrid approach in term of initial
latency and settling time (Lstart = 185± 169.9ms, Lend = 617.7± 364.3ms).
In case of head rotations, initial latencies are all equivalent among control ap-
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proaches. However, settling latencies are significantly higher for the selective
impedance approach (Lend = 547.3± 82ms) than for both the homogeneous
impedance approach (Lend = 394.4± 186.9ms, p = 0.015) and the hybrid
approach (Lend = 476.7± 448ms, p = 0.006), and homogeneous and hybrid
approaches show equivalent settling latencies.
No significant differences occur in the position and orientation error among
the three controls if evaluated for simulated head movements while walking
(Fig. 4.8 A-B), even though the selective impedance control still shows the
most compact distribution. Error on the stimulation direction (Fig. 4.8 C)
is instead higher for the selective impedance control (EZ = 0.007± 0.002m)
than the homogeneous (EZ = 0.0048 ± 0.0006 m, p = 0.003) and hybrid
(EZ = 0.005 ± 0.0008 m, p = 0.009) approaches. Contact force (Fig.
4.8 D), similarly to simple head movements results, is lower for the two
impedance controls than for the hybrid control. Considering control al-
gorithms performances during dynamical rotation movements, all three
approaches are equivalent in terms of position tracking. Hybrid control per-
forms worse (Eϕ = 3.29± 0.26°) than the impedance controls (homogeneous:
Eϕ = 2.47 ± 0.24°, selective: Eϕ = 2.56 ± 0.30°) in orientation (p = 0.018
versus homogeneous, p = 0.032 versus selective), whereas all three controls
shows similar performances in positioning on stimulation direction. Finally,
identically to the other results on contact force, the hybrid approach shows
significantly higher forces with a data distribution centered on the 5N value.

4.3.6 Discussion

Considering head translation movements, the hybrid control approach ap-
pears as the most efficient algorithm with better performances than the
impedance ones. The absence of position control on the stimulation direction
ensures a permanent contact of the coil on the head of the subjects, essential
for an effective stimulation.
Actively controlling the force applied on subjects head proves to maintain
it constant and to avoid undesired variations -which instead occur in the
impedance controls- improving the safety. Negative values in interaction
forces using the impedance approaches could be due to either the coil weight
model not handling big variations of the flexible coil cable configuration or
additional torque acting on the coil if it touches the head not exactly with
the center of the stimulation plane. An online estimation and compensation
of the coil cable payload could mitigate this issue.
Stable performance of the hybrid control where achieved for an absolute
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force value of 5 N ; further investigation is necessary to understand if results
are robust at lower force values and tests in real TMS sessions are needed to
assess related subjects’ comfort.
Now considering the head rotations and the walking-on-a-treadmill related
movements, no control approach can be considered advantageous compared
to the others, despite the consistency of pose error of the selective algorithm
and the already mentioned advantage of the hybrid control on force distri-
bution. Overall position and orientation error values remain acceptable for
all three control approaches for the translation movements. However, more
complex movements such as head rotations or walking movements prove
more challenging for all three control algorithms as they show higher errors,
especially on coil planar and directional positions, or even on orientation for
the hybrid control on rotation movement.
Selective impedance and hybrid approaches prove to be effective in the com-
pensation of small head movements both in static and dynamic conditions
and thus employable in movement-based TMS experimentation. Whereas
hybrid control is better equipped at continuous stimulation on the same
target by keeping the contact on the head, selective impedance could be used
to sequentially stimulate several targets -thanks to the position control on
all the axis and the low latency and settling time- with high safety thanks to
the compliance behavior towards the scalp.
Results highlight also the necessity for further improvements of the presented
control approaches in order to go deeper in movement-based TMS involving
complex and repetitive motions like walking.

4.4 Conclusion

We developed a robot-aided TMS platform able to track and compensate for
subjects’ head movements, integrating infrared motion capture, a graphical
user interface and the control of a 7 dof robot. We tested three control
approaches on a moving mannequin and validated the platform through
the investigation of which control would present the best performances in
an experimental protocol involving movement of the subject. The robot-
aided TMS system component is thus ready to be integrated into the final
embodiment platform and also for experimental application. Indeed, the
platform is currently being used for a study on the neuromodulation of
performances during a pointing task. The task requires minimal movements
of the head but the successive stimulation of two different hotspots. Thus,
for this experiment we are using a mixed control approach, i.e the hybrid
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control for head movement compensation during the pointing task and the
selective impedance control during hotspots position shifting.
Furthermore, additional features of the robot-aided TMS platform are
planned or currently under development, including double coil stimulation
(involving two robots), automatic scalp numerical reconstruction from de-
tected contacts of the robot on the head, and automatic hotspot research with
a closed loop control integrating a relationship between coil pose, stimulation
intensity and elicited motor evoked potential (MEP).
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Electrophysiological study of
a preferred hand posture in
the body schema

5.1 Background

Body schema was previously introduced as a dynamic representation of the
metric properties of our body in our brain, integrating information about limb
dimensions and position in space (see chapters 1 and 3). Specific attention
was given to the ”online” characteristic of the body schema, in the sense that
it is constructed and permanently updated from individual afferent multi-
modal somatosensory inputs received when perceiving the environment [159].
However, recent studies have brought to light a possible static component of
the body schema, suggesting the existence of a universally predefined and
preferred limbs configuration in space i.e a standard body posture which
would promote a more efficient interaction with the environment [160]. The
first evidences for the existence of such a default spatial representation of our
body dates back to the seventies, in studies in which eyes-closed participants
who underwent anesthetic block of the sensory and motor nerves of the arm
reported feeling their phantom arm (their perceived arm, in contrast with
their real arm) in a standardized position dissociated with the the position of
their arm at the moment of the anesthesia [161, 162]. Further investigations
have brought behavioral proofs to the presence of a standard body posture:
arm crossing with respect to a normal uncrossed posture flawed the localiza-
tion of touch of participants until corrected by the brain process of taking
into account the current position of the arms. It suggested a conflict between
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a preset postural model of the arms and the actual limb configuration [163],
corroborated by similar studies on localization of touch with crossed fingers
[164, 165] as well as on visuo-tacile interaction or saccades with crossed hands
[166, 167]. The body schema is integrated in brain processes for perception
and motor planning for action, and our hands are primordial for interaction
with our environment. Thus, information about a favored hand posture
appears precious to study the motor control of the the hand and the related
pathologies, as well as for the development of dexterous hand prostheses and
their optimal integration in the body schema of amputees. The pronated
index-up thumb-down position of the hand has proved to be preferred to
the supinated thumb-up index-down posture, from a tactile sensory discrimi-
nation task [168] and from behavioral and physiological evidence in motor
control [113]. However, to our knowledge there is no electrophysological
evidence present in the literature of such a standard hand posture. Thus,
we used electroencephalography (EEG) to investigate the brain responses to
electrotactile stimulation of the hand in index-up thumb-down and index-
down thumb-up postures, hereafter respectively referred as the ”standard”
and ”inverse” postures, stimulating the median nerve, the index finger, or
the thumb. We expected an overall stronger amplitude of the sensory evoked
potentials (SEP) following the median nerve stimulation with the hand in
the standard posture with respect to the inverse posture, and a main effect
of the posture on the SEP amplitude as well as an interaction between the
posture effect and the stimulated finger effect on the SEP following finger
stimulation.

5.2 Materials and Methods

5.2.1 Participants

Sixteen participants were enrolled in the experiment: 8 females, all right-
handed, aged 25.7±4.3. All participants reported to have normal tactile
sensation of the hand and wrist. All participants provided written informed
consent before the experiment in accordance with the Declaration of Helsinki
and following amendments. The experiment was conducted after approval of
the Ethics Committee of Università Campus Bio-Medico di Roma (EMBODY
protocol).
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Figure 5.1: EEG electrode positions in the 10-10 convention system using
modified combinatorial nomenclature, along with the fiducials and associated
lobes of the brain. Adapted from [169].

5.2.2 Experimental Setup

To record the electric field caused by neurons activation in the cerebral cortex,
we equipped subjects with an EEG cap (g.GAMMAcap - G.Tec Medical
Engineering GmbH) of the 10-10 modified combinatorial nomenclature con-
vention [170] set with 62 active electrodes (g.SCARABEO - G.Tec Medical
Engineering GmbH). The 10-10 convention stands for 10%-10% which means
that one electrode is placed every 10% of the distance between the nasion
and the inion on the nasion-vertex-inion (NVI) line (9 electrodes on the
NVI line: Fpz, AFz, Fz, FCz, Cz, CPz, Pz, PO, Oz) and one electrode
every 10% of the distance between the left preauricular (LPA) and the right
preauricular (RPA) on the LPA-vertex-RPA (LVR) line (9 electrodes the
LVR line: T7, C5, C3, C1, Cz, C2, C4, C6, T8). The remaining 44 electrodes
are evenly distributed on the rest of the scalp (see Fig. 5.1). The elasticity
of the cap enables to evenly stretch the cap to fit it on the subjects head
maintaining the 10-10 convention. To place the cap on the subjects head, the
experimenter identifies the vertex location of the subjects scalp by measuring
the middle point of the nasion-inion distance on the NVI line, and places
the central Cz electrode of the cap on the vertex. Once the cap is correctly
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placed on the subject’s scalp, conductive gel is carefully inserted between
electrodes and the scalp to ensure an optimum conductivity. Thanks to
the design of the electrodes, the gel can be injected below every electrodes
through holes provided for this purpose using syringes.
Once the gel has been inserted, the conductivity of every electrodes can
be inspected through the g.HISYS software (g.HIsys for Simulink - G.Tec
Medical Engineering GmbH) and gel quantity can be adjusted in case of
low-conductivity electrodes. We used the arbitrary threshold of 50 KΩ as
a maximum acceptable resistivity. The reference electrode is attached to
the earlobe ipsilateral to the electrical stimulation side, thus to the right
earlobe. The ground electrode is the AFz electrode. Electrodes signal was
amplified by the g.HIamp biosignal amplifier and the corresponding g.HISYS
software and recorded through the g.RECORDER software (G.Tec Medical
Engineering GmbH).
The right hand was investigated. For the electrical stimulation, subjects are
equipped with three sets of electrodes. They wear only one set at a time. The
median nerve stimulation set of electrodes is placed on the anterior side of the
wrist, longitudinally along the median nerve. Since a correct positioning of
the electrodes on the median nerve should trigger a twitch of the thumb finger
upon stimulation, the positioning is adjusted by performing light electrical
stimulations until the twitch occurs. For the median nerve stimulation, we
set the stimulation intensity at the minimum required intensity to elicit a
twitch of the thumb. A set of ring electrodes is used for the index and thumb
finger stimulation. The anode is placed on the intermediate phalanx and the
cathode on the proximal phalanx for the index finger, and the anode on the
distal phalax and catode on the proximal phalanx for the thumb finger. For
each finger, the stimulation intensity is set as twice the sensory threshold of
the subject, each finger having its own stimulation intensity. The stimulation
pattern was implemented on a custom micro-controller and the pattern was
simultaneously sent to the stimulation system (Digitimer DS7A - Digitimer
Ltd.) and to the amplifier through the electrode connector box.
During the whole duration of the experiment subjects are seated comfortably
in a chair, at rest. They are asked to relax and to stare at a point in front of
them. Their right arm elbow is resting on the armrest, with their right hand
in the air in the posture corresponding to the tested condition. They are
asked to maintain the opened pinching posture with their index and thumb
finger, and to keep the other fingers of the hand in a resting semi-closed
position, without contracting the muscles to fully close them (see Fig. 5.3).
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Figure 5.3: Standard (left) and inverse (right) hand postures tested in the
experiment. Adapted from [113].

5.2.3 Experimental Protocol

The experiment is a 2-by-2 design with FINGER and POSTURE as factors.
Index and Thumb are the levels of the factor FINGER and Standard and
Inverse are the levels of the factor POSTURE. Since sensory evoked potential
caused by the stimulation of a nerve differs greatly from the sensory evoked
potential caused by the stimulation of a finger, the median nerve stimulation
has not been integrated into this design and analysed separately to avoid
introducing a false main effect of the stimulation spot factor in the statistical
analysis.
The conditions are tested in a semi-random order. First the stimulation
spot is chosen randomly but then both postures for this stimulation spot are
successively tested in a random order. This is done so the position of the
electrodes remains the same between conditions for the same stimulation
spot, to avoid introducing variability in the data due to slightly different
electrodes positions on the same stimulation spot for different postures.
The stimulation frequency is 2.6Hz and we perform 550 stimulations per
condition, thus a recording lasts approximatively 210s. The EEG recording
sampling frequency is 4800Hz. Including setup and experimental phase, the
comprehensive experiment duration approximates one hour.

5.2.4 Data processing

Stimulation Artefact Interpolation

Data processing is performed with Brainstorm [171]. Surface electrical
stimulation for sensory evoked potentials investigation is known to have the
major drawback of being recorded by the EEG electrodes. It manifests on
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Figure 5.4: Experimental protocol (top) and design (bottom) of the EEG
study.

the EEG trace as a peak in the signal synchronized with the stimulation
and can be of several orders of magnitude greater then the physiologic EEG
activity. Since the origin of theses peaks are not physiological, they do not
represent neural activity and are thus called stimulation artifacts. The origins
of this stimulation artifact have been identified as the volume conducted
currents, the displacement currents and the electromagnetically coupled
currents [172, 173]. Several techniques have been developed over time to
counter the stimulation artefact, from hardware equipment modification to
software algorithms [174, 175]. In the present case, the stimulation artefact
is removed by performing an offline interpolation of the signal around each
trigger on a [−2ms, 5ms] time interval with a spline curve (Fig. 5.5, A-B).
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Filtering

Mainly due to the different impedances between the electrodes, recorded raw
traces do not have the same mean value over time. Thus the next step was
to remove the continuous components by applying a high-pass filter on the
traces a 1Hz. Furthermore, frequencies higher than 250Hz are not of interest
in our study, thus we then applied a low-pass filter on all signals at 250Hz.
Looking at the power spectrum density (PSD) of the filtered data, we noticed
a great power amplitude at 50Hz, 100Hz, 150Hz, and 200Hz, representing
the power line frequency and its harmonics. Those specific frequencies not
being of interest in our investigation and introducing an important noise in
the EEG signal, we applied four notch filters at the previously mentioned
frequencies (Fig. 5.5, B-C-D).

Downsampling

For computational speed, we then downsampled the signals from its 4800Hz
sampling frequency to a frequency of 1024Hz.

Bad channels identification

Due to imperfect fit of the EEG headset on the scalp of the subject or to
deficient electrodes, some channels might show aberrant values. Identifying
those channels directly on the whole trace of the recording might prove
difficult, therefore we aslo inspect the PSD to look for channels with incoher-
ent power amplitude over large frequency bands. Additionally, to identify
remaining bad channels it can be interesting to look at the event related
potential (ERP) of the signal. To compute the ERP of a recording, the signal
must first be decomposed into epochs. An epoch is a segment on the signal
taken at a fixed interval of time around each trigger event. The chosen time
interval in our study was [−50ms, 300ms]. We thus have a total number
of 550 epochs per recording. The ERP is computed by averaging all the
epochs. By averaging the epochs, we also remove some noisy brain activity
not related to the response to the electrical stimulation. If an electrode
is not properly recording the brain activity, its signal will be incoherent
with the rest of the channels’ signal, and will be easily identifiable on the
ERP. Once the bad channels are identified, the signal of each one of them is
interpolated by performing the arithmetic mean of the signal of the manually
selected surrounding channels. Bad channels were manually identified for
every recording. In the whole data processing, 2.9 ± 2.6 [mean ± standard
deviation] channels were interpolated (Fig. 5.5, D and Fig. 5.6, E).
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Independent Components Analysis

Up to this point, we have performed several cleaning steps but the signal
can still contain high amplitude events recorded by the EEG system that do
not represent brain activity related to the electrical stimulation (Fig. 5.6,
E). Those high amplitude events are called ”artifacts”, and can represent
for instance eye movements, blinking or remaining bad channels. To remove
those artifact from our signal, we used the Independent Components Analysis
(ICA) technique, first described by Jutten and Herault in 1986 [176] and
first applied to EEG data by Makeig et al. [177]. The ICA is a signal
processing method used to separate independent sources linearly mixed in
several sensors. In the case of EEG, electric fields coming from different brain
sources can project and overlap over identical electrodes. Each electrode
thus records a mixture of brain signals coming from separated sources, hence
the use of ICA to identify them. ICA tries to recover a version of the original
sources by applying an unmixing matrix to the recorded data, following the
equation:

U = WX (5.1)

where X is the matrix of the recorded signal (lines represent the EEG
channels and columns the time steps), U is the matrix of the independent
sources activities (lines represent the components, columns the time steps)
and W is the unmixing matrix (lines represent the components, columns the
channels). Compared to the Principal Component Analysis (PCA) method
[178] that tries and finds the uncorrelated components of the data representing
the largest variation using an orthogonal uncorrelation matrix W , ICA tries
and finds the components of the data that are statistically independent from
each other without placing constraint on the matrix W . A great number
of ICA algorithms have been implemented over the years, among the most
popular ones beeing Infomax [179], JADE [180] or FastICA [181]. We used
the Infomax algorithm available in Brainstorm (which calls the EEGLAB
function runica.m [182]). For temporal and computational efficacy, for each
participants we concatenated along the time axis all three recordings (one
per condition) in order to perform one single ICA per participant. Once
independent components are computed, artifacts components have to be
rejected. Independent components selection is performed through a visual
investigation of the topoplot (a spatial representation of the channels data
on a schematic scalp), of the components ERP and their PSD. There exist
two different approaches for independent components rejection. One is an
exclusive approach consisting in keeping only the components containing
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the brain response of interest to the scientific question investigated. This
approach is valid when the investigated brain activity is precisely defined
beforehand (frequencies, latencies), but is too restrictive when the study is
exploratory. In the latter case, a conservative approach is used: to avoid
excluding any neural response out of the analysis, only the obvious artifacts
components are discarded, too keep the number of removed components to a
minimum. In this study, we thus used the second approach, and 5.1 ± 1.9
[mean ± standard deviation] components were removed (Fig. 5.6, F-G).

Re-referencing

To improve visualization and interpretation of the data, we need to re-
reference the signal. An evolution of the signal recorded at the reference
electrode affects all the others electrodes and thus the trace of our recording
(Fig. 5.6, G). It is necessary to remove the influence of the reference electrode
on the rest of the signal to retain only the amplitude evolution of the trace
due to the brain activity we are investigating. We thus perform an average
re-referencing of the signal, which consists, for each time step, in computing
the arithmetic mean value of all electrodes at that time step and to subtract
this mean value to all electrodes (Fig. 5.6, H).

∀t ∈ [ti, tf ] ,∀i ∈ [0, Nc], Vi,reref (t) = Vi(t)−
1

Nc

Nc∑
k=1

Vk(t) (5.2)

where t is the time step, ti is the first time step of the recording, tf is the
last time step of the recording, i is the number of the electrode, Nc the total
number of electrodes, Vi,reref(t) the amplitude of the average re-referenced
signal of electrode i at time step t, and Vi(t) the amplitude of the signal
of the electrode i at time step t before the average re-referencing. The av-
erage re-referenced signal is thus centered on the 0µV value of the amplitude.

Finally, we observed a remaining stimulation artifact after the previous
processing steps (Fig. 5.6, H) and thus performed an second stimulation
artifact interpolation around each trigger of each recording but this time over
a specific time window for each recording within the range of [−6ms, 6ms]
(Fig. 5.7, I). Then, ERPs of the pre-processed trace were computed (Fig.
5.7, J) as well as the grand average (GA) of each condition (Fig. 5.8 and
Fig. 5.9). The GA is the mean of ERPs over all subjects by conditions.

For visualization clarity, the data in Fig. 5.5, 5.6, and 5.7 is displayed
on a time segment ([22s, 42s]) of the trace of one of the subjects’ recording
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(median nerve stimulation, inverse posture). Green dots in the superior part
of the graphs are stimulation events. In superimposed view, all channels’
signal are displayed on the same Y axis (signal amplitude) origin, whereas
in the split view, each channel’s signal is displayed on a different Y axis
(line), in the channels numerical order. In the split view, all channels’ signal
are displayed with the same scale, displayed on the top right corner. In the
superimposed view, the green line at the bottom of the graph separated
from the channels’ trace is the global field power (GFP) of the signal. The
segment below the time axis is the timeline of the signal. The red segment
indicates the time segment of the currently displayed signal with respect to
the whole recording (whole segment). Red and green lines of the timeline
represent respectively discarded (beginning and end of the recording) and
studied parts of the signal.

5.2.5 Data analysis

The cleaned data were exported out of Brainstorm and processed through
Fieldtrip [183] which benefits from adaptable toolboxes for specific statistical
analysis. We analyzed the main effect of POSTURE on the ERP amplitude
following median nerve stimulation and the main effects of FINGER and
POSTURE as well as their interaction the ERP amplitude following the
fingers electrotactile stimulation. To do so, we employed cluster-based (over
time and space) permutation tests [184, 185] on the whole ERP time-window
([-50;+300]ms) with the Montecarlo method and 1000 permutations. Each
effect was evaluated at the sample level with dependant samples T-tests (since
each main effect has only two levels) using α = 0.05 as thresholding value.
We used the ”maxsum” statistical test under the permutation distribution.
Since we wanted to separate positive from negative clusters of channels,
we set the sample level T-tests as two-sided, thus taking an alpha value of
α = 0.025 for the permutation test. To avoid combining clusters representing
different sources, we set as 2 the minimum number of channels that must be
in common between two clusters so that their are considered as one.
Considering the median nerve stimulation, we investigated the POSTURE
effect on the ERP amplitude comparing conditions med std and med inv.
Considering the 2x2 experimental design, to analyse POSTURE effect on
the ERP amplitude, we computed for each subject the average of the ERP
between conditions ind std and tmb std into a new condition std and did
the same for conditions ind inv and tmb inv into condition inv. We then
ran the cluster-based permutation analysis to compare conditions std and
inv. We proceeded in an identical way to investigate the FINGER effect,
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Figure 5.7: EEG signal pre-processing steps (3/3). Panel I: EEG signal
after second stimulation artifact interpolation (split view). Panel J: Clean
ERP after pre-processing of the EEG signal.
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Figure 5.9: Grand averages and relative topoplots for both postures after
median nerve stimulation.
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averaging the ERP of conditions ind std and ind inv into condition ind and
conditions tmb std and tmb inv into condition tmb and running the cluster-
based permutation between condition ind and tmb. Finally, to investigate
the interaction between effects, we computed for each subject the difference
between the ERP of condition ind std and ind inv on one side and the
difference between the ERP of condition tmb std and tmb inv on the other
side and ran the cluster-based permutation analysis between the differences,
thus testing the interaction between std vs inv and ind vs tmb.

5.3 Results

No significant cluster was found for the POSTURE effect on the ERP
amplitude following median nerve stimulation (Table 5.1). Considering the
2x2 design, no significant cluster was found for any of the studied effects
on the ERP amplitude following finger stimulation, nor for their interaction
(Table 5.2). Thus no significant effect of POSTURE nor FINGER nor of
their interaction was found on the ERP amplitude following finger or median
nerve stimulation.

5.4 Discussion

We did not find any evidence of a preferred hand posture from an electro-
physiology point of view in the amplitude of the brain response following
electrotactile stimulation that would corroborate the behavioral and phys-
iological evidences found in the existing literature. Nevertheless, some
additional analyses on the latency of the brain responses of interest are
required to understand if there is any effect of the hand posture or finger
stimulation (or interaction between both) on the time necessary for the brain
to process the electrotactile stimulation.

5.5 Conclusion

Despite the lack of significant result from the study so far, the investigation of
a preferred hand posture in the body schema from an electrophysiology point
of view enabled the author to obtain hands-on knowledge on the acquisition,
processing and analysis of EEG data, which is necessary for the development
and data analysis of future experimental protocols on the electrophysiological
study of the embodiment.
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Figure 5.10: Multiplot of the posture effect (GA of each condition displayed
by channel on the channels topography) on the brain response following
median nerve stimulation in a standard (blue) and inverse (red) posture.
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Figure 5.11: Multiplot of the finger effect (GA of each condition displayed
by channel on the channels topography) on the brain response following
finger stimulation on the index (blue) and on the thumb (red) finger.
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Figure 5.12: Multiplot of the posture effect (GA of each condition displayed
by channel on the channels topography) on the brain response following
finger stimulation in the standard (blue) and inverse (red) position.
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Figure 5.13: Multiplot of the interaction effect (GA of each condition
displayed by channel on the channels topography). on the brain response
following finger stimulation in the standard (blue) and inverse (red) posi-
tion.
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Median : Standard VS Inverse

Positive Clusters Negative Clusters

p t p t

0.230 288.216 0.163 -372.361

0.386 191.055 0.185 -333.386

0.394 187.008 0.676 -79.262

0.646 93.214 0.718 -70.662

0.947 29.831 0.957 -24.455

0.951 28.755 0.992 -14.895

0.969 22.301 0.993 -14.508

0.984 18.856 0.997 -10.175

0.986 18.403 0.998 -8.063

0.987 17.877 0.998 -7.974

0.998 13.593 1.000 -6.504

0.998 13.483

0.999 8.380

0.999 8.129

0.999 7.606

0.999 7.538

0.999 7.217

Table 5.1: Results of the cluster-based permutation analysis for the POS-
TURE effect on the amplitude of the ERP following median nerve stimulation.
p and t are respectively the p-value and t-value of each cluster.
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Chapter 6

Conclusion

The present work proposes the development and validation of components
of a novel platform which purpose is to be a comprehensive test bench for
a wide range of in depth studies with healthy and amputated participants
aimed at expanding knowledge on embodiment. The first component which
has been designed is a sub-platform integrating virtual reality and infrared-
based motion capture into a virtual reality environment. In the first chapter,
we presented its hardware and software development and the preliminary
feasibility study of a virtual hand illusion paradigm with an elongated virtual
forearm through the developed platform. The results of the feasibility study
were in line with the existing literature and it was therefore decided to
proceed and use the platform for further studies on embodiment and the
body schema.
Indeed, we presented in the second chapter a study ran with a high number
of participants on the embodiment of an elongated arm through a virtual
hand illusion paradigm and its effect on the tactile distance perception,
which modification is a sign of body schema alteration. Results of the study
showed that the elongation of a virtual forearm experienced in a first-person
perspective in a virtual environment increases the tactile distance perception
on the corresponding real forearm. However, even though the embodiment
illusion over the virtual hand was perceived, we did not find any effect
of the synchronicity of the virtual hand illusion paradigm on the effective
modification of the tactile distance perception. This might suggest that in
our study, the visual feedback in a first-person perspective of the elongated
forearm was strong enough to elicit its embodiment and thus a modification
of the body schema. Thus, embodiment of a virtual limb with the developed
platform is effective and modifies the body schema, but further investigation
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is needed to understand the respective weight of the different sensorimotor
modalities in the multisensory integration responsible for the embodiment in
virtual environments.
With the objective to understand in details the brain areas to stimulate and
the neuromodulation paradigms necessary to enhance the embodiment, we
presented in the third chapter the development of a robot-aided TMS plat-
form integrating infrared-based motion tracking, a graphical user interface
and a seven-degrees-of-freedom robot holding the TMS coil. We successively
presented the validation of the functioning of the platform through a study
of the performances of three control approaches aimed at compensating
for subjects’ movement during experimentation in order to keep the coil
on the stimulation hotspot during dynamic tasks while ensuring subjects
complete safety. The robot-aided TMS platform was successfully tested and
we settled that the hybrid control approach would best fit dynamical tasks
targeting a single hotspot whereas the selective impedance control would
best fit dynamical tasks in which several hotspots have to be successively
stimulated.
Finally, monitoring the brain activity during embodiment experimentation
would give important clues on how and when this process takes place in the
human brain. Hence, the author developed hands-on knowledge on electroen-
cephalographic monitoring of the brain activity through a electrophysiologic
study of a preferred hand posture in the body schema, addressed in the forth
and last chapter.

Taking a step back, two sub-components of the desired platform have
been independently developed and validated, and the third subcomponent
has been studied. The future work is plural. On one side, additional
features of the robot-aided TMS platform can be developed towards a more
autonomous functioning of the TMS administration. Secondly, a realistic
and adaptive virtual model of a hand prosthesis should be implemented
to more directly act of its features and study the following modulation of
its embodiment. Finally, the main future project is to integrate together
the so far independent components and to validate the resulting platform
through a comprehensive experimental study. This study could investigate
in a virtual environment the weight of vision, agency, tactile feedback and of
their interactions in the multisensory integration process responsible for the
embodiment, stimulating the related brain areas in Sham and real stimulation
conditions while monitoring the resulting brain activity.
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Appendix A

English version of the embodiment questionnaire of the VT-VHI (Chapter 2)
and VHI (Chapter 3):
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Italian version of the embodiment questionnaire of the VT-VHI (Chapter
2) and VHI (Chapter 3):
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English version of the embodiment questionnaire of the VMT-VHI (Chapter
2):

Italien version of the embodiment questionnaire of the VMT-VHI (Chapter
2):
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