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ABSTRACT Type 1 diabetes mellitus (T1D) is a chronic disease that, if not treated properly, can lead
to serious complications. We propose a layered meta-learning approach based on multi-expert systems to
predict adverse events in T1D. The base learner is composed of three deep neural networks and exploits
only continuous glucose monitoring data as an input feature. Each network specializes in predicting whether
the patient is about to experience hypoglycemia, hyperglycemia, or euglycemia. The output of the experts is
passed to a meta-learner to provide the final model classification. In addition, we formally introduce a novel
parameter, α, to evaluate the advance by which a prediction is performed.We evaluate the proposed approach
on both a public and a private dataset and implement it on an edge device to test its feasibility in real life.
On average, on the Ohio T1DM dataset, our system was able to predict hypoglycemia events with a time
gain of 22.8 minutes, hyperglycemia ones with an advance of 24.0 minutes. Our model not only outperforms
presented models in the literature in terms of events predicted with sufficient advance, but also with regard to
the number of false positives, achieving on average 0.45 and 0.46 hypo- and hyperglycemic false alarms per
day, respectively. Furthermore, themeta-learning approach effectively improves performance in a new cohort
of patients by training only the meta-learner with a limited amount of data. We believe our approach would
be an essential ally for the patients to control the glycemic fluctuations and adjust their insulin therapy and
dietary intakes, enabling them to speed up decision-making and improve personal self-management, resulting
in a reduced risk of acute and chronic complications. As our last contribution, we assessed the validity of
the approach by exploiting only blood glucose variations as well as in combination with the information of
the insulin boluses, the skin temperature, and the galvanic skin response. In general, we have observed that
providing other information but CGM leads to slightly lower performances with respect to considering CGM
alone.

INDEX TERMS Meta learning, event detection, time series analysis, diabetes.
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I. INTRODUCTION
Type 1 diabetes mellitus (T1D) is a chronic autoimmune
disease, occurring as a consequence of the organ-specific
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immune destruction of the insulin-producing β-cells of the
pancreas. Such cells are glucose thermostats, sensing glucose
and releasing insulin to maintain physiologic glucose levels
within a normal range [1]. Once these cells are destroyed,
patients with T1D lose blood glucose control, requiring
insulin therapy replacement lifetime. The pathophysiology
and clinical management of T1D and insulin-treated type 2
diabetes (T2D) differs significantly. T2D is characterized
by insulin resistance and a relative lack of insulin. While
T2D subjects maintain low glucose variability thanks to
their residual pancreatic function, patients with T1D often
cannot control their blood sugar levels, even with optimal
medical management. Despite structured self-monitoring of
blood glucose, these subjects experience frequent hyper-
glycemia and hypoglycemia events, even asymptomatic, and
are at increased risk of diabetic ketoacidosis. These glycemic
fluctuations lower the quality of life, potentially leading to
recurrent hospitalization and chronic complications that may
reduce their life expectancy [2]. Diabetes is a widespread
condition and represents a global leading cause of death.
Although it has no cure, it can be managed through daily
insulin administrations to keep the glycemic level in the eug-
lycemic range, i.e., between 70 and 180 mg/dl [3]. In recent
years, the use of Continuous Glucose Monitoring (CGM)
devices increased considerably, allowing patients to keep
track of their glycemic trend 24 hours a day.

A CGM system typically consists of an adhesive sensor
and a display device to collect glucose data. In contrast to
traditional finger stick testing, where capillary blood glucose
is detected, the electrochemical sensor of CGM measures
glucose concentration from the interstitial fluid in the sub-
cutaneous layer. The most modern devices can continuously
and wirelessly transmit real-time data to a receiver or smart-
phone application. However, as glucose must diffuse from
the capillaries into the interstitial fluid for reading, there is
an approximate lag time of 8–10 minutes between plasma
and interstitial concentrations under steady-state conditions,
which may increase when glucose levels are rapidly rising or
falling [4]. CGM systems have improved glycemic control
and represent a useful tool to lower glycated hemoglobin
(HbA1c) in diabetic patients [5]. Moreover, evidence sug-
gests that real-time CGM supports insulin-requiring patients
in advancing their knowledge of the disease, providing
insights into glycemic fluctuation and ameliorating personal
self-management capabilities as well as their behavior and
quality of life [6]. In some cases, such devices are coupled
with an insulin pump, which simulates physiologic pancreatic
functioning by injecting small amounts of insulin on demand.
The development of new CGM systems is currently a field of
research. The solutions adopted in the literature may concern
improvements in the sensor system and the data transfer
method. Usually, the goodness of a CGM reading is measured
with the MARD,Mean Absolute Relative Difference, i.e., the
average of the absolute error between all CGM values and
matched reference values. Although analytical performance

cannot be fully evaluated by a single parameter, systems with
an overall MARD < 10% are generally regarded as having
good performance [7]. However, such a measure is affected
by several factors. Some studies have shown substantial vari-
ations of this value throughout the day [8], [9]. Still, it remains
one of the most widely used indicators to assess the accuracy
of a CGM device. To better understand the advances and
evolution of CGM devices, we refer the reader to the recent
study in [10].

The quality of life of peoplewith diabetes improves consid-
erably by preventing the blood glucose levels from exceeding
the euglycemic range [11], [12]. For this reason, in the last
decade researchers have focused their efforts on developing
data-driven algorithms capable of predicting future blood
glucose levels or incoming adverse events to allow patients
to prevent or mitigate them. The main objective of T1D
control is to correct hyperglycemia while avoiding hypo-
glycemia [13].

Although CGM sensors are widely adopted by people
with diabetes and despite the considerable recent progress
in the frame of blood glucose levels forecasting, hypo-
and hyperglycemic events are still frequently reported [13],
[14], [15]. Works in the literature attempting to reduce the
number of these events suffer from some open issues. First,
most models only focus on predicting future blood glucose
levels with a regression task [16], [17]. As such, regression
predicts future glucose levels regardless of whether they are in
the hypoglycemic or hyperglycemic range. It has been proven
by recent works that predicting adverse glycemic events
using classification rather than regression leads to improved
performance [18], [19].

Second, the vast majority of studies focus only on the
prediction of hypoglycemia [20], [21], [22], [23], [24], [25].
It is a sensible choice because this condition can arrive
unannounced also in severe cases, leading to serious short-
term complications. In this regard, in a recent review on
machine learning techniques for hypoglycemia prediction,
Mujahid et al. [23] stated that is important to understand that
hypoglycemia prediction is blood glucose level prediction
in essence. Nonetheless, most of such works mainly aim at
maximizing the true positive rate at the expense of a con-
siderably low precision score, which is often not reported
[20], [21] or impossible to compute [19], [22], [26], [27],
[28], [29]. Indeed, it is acknowledged that any prediction
algorithm has to ‘‘decide’’ between raising a lot of alerts to
detect all events (good recall, bad precision, a lot of false pos-
itives) or trying to minimize the nuisance of the patient (good
precision, limited false positives, at the expense of a lower
recall). Works focusing on hypoglycemia prediction usually
choose the former approach [30], with few exceptions [28].
It reduces patient engagement with the technology.

Third, predicting glycemic excursions, and in particular
incoming hypoglycemic events, is a very challenging task.
Although a wide literature exists about the prediction of
glycemic events, spanning from regressive models [29] to
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ensemble models [20] and cutting-edge technologies such as
deep neural networks [19], none of such models can fully
represent the complex rules lying behind the different glu-
cose dynamics of T1D patients. It also happens because the
datasets utilized to build such models are usually limited in
size. Recently, meta-learning has proven to be effective in
solving and improving the generalization of few-shot tasks
that would be unsolvable by training from scratch [31]. A new
study from Zhu et al. [17] successfully used model-agnostic
meta-learning to enable fast adaptation of a neural network
for forecasting future glycemic levels of T1D patients. How-
ever, this approach requires a second, patient-personalized
fine-tuning phase, which could require weeks of data gath-
ering and manual labeling from the physicians.

Finally, some works focus only on the sample-based
approach [21], [22], [27], [28]. This is a limitation, because
such an approach may lead to overestimating the per-
formance, generating high recall scores because correctly
predicted continuous hypo/hyperglycemic samples count as
several true positives, whereas the event may have not been
predicted in advance.

For the reasons above, we propose a meta-learning sys-
tem based on a multi-expert predictive model relying on an
event-based approach. The experts consist of either Recurrent
Long Short-Term Memory (LSTM) or Convolutional Neural
Networks (CNN). We aim to develop a model capable to
achieve a good trade-off between the amount of correctly
predicted events (i.e., high recall per class) and the number of
false alarms (i.e., high precision per class) while evaluating
performance on a public dataset. We consider a 30-minute
(6-timestamp) prediction horizon (PH) since it would be
a sufficient time to warn patients about incoming adverse
events [32]. We evaluate the effective advance by which
predictions are performed by introducing a parameter α, eval-
uating performance as α varies. Due to the strong imbalance
between the classes, we use a Leave-1-Patient-Out Cross-
Validation approach tomaximize the number of samples from
the minority classes in the discovery set. Such an approach
would also provide users with a ready-to-use model which
does not require a fine-tuning period on patient-specific data.
In addition, we aim to develop a univariate approach to make
the predictive models more suitable for real-life applications.
By not requiring the user to utilize different devices for data
recording, it could be usable by patients that exploit only
CGM for therapy while reducing the computational burden
required to combine several heterogeneous data. Moreover,
previous works have shown that using several input features
besides CGMdoes not improve performance sensitivelywith-
out a computationally expansive preprocessing [33], [34],
which is likely to be avoided when performing tasks on edge
devices [35]. Finally, we implement the proposed system on
an edge-computing device to evaluate the real-life feasibility
and applicability of the proposed approach.

The main contributions of this paper are summarized as
follows:

• We propose a layered meta-learning approach, which
uses a decision tree as a meta-learner to exploit the
predictions from a multi-expert model based on either
LSTM or CNN architectures. Each network is an expert
in detecting one of the three investigated classes and
pursues a univariate approach.

• We introduce a taxonomy of the works in the literature
approaching the task of predicting blood glucose levels,
which differ from each other by the number of features
they exploit, the purpose of their prediction, and the
experimental setup used for validation.

• The method is tested in 3 different experimental config-
urations, evaluating the performance in terms of metrics
derived from the confusion matrix with varying values
of α, considering an event-based approach.

• We tackle the high imbalance of the dataset by resort-
ing to cost-sensitive learning and using a sample-based
approach for the training and validation phases to
increase the number of observations from the minority
classes in the discovery set.

• The system observed on both subjects using Continuous
Subcutaneous Insulin Infusion (CSII) and subjects with
multiple daily injections (MDI) shows robust perfor-
mance, whatever the therapy;

• We present a comparison between our results and those
achieved using other well-established methods in the
literature; we also test variants of the proposed models
which exploit a multivariate approach.

• We implement the proposed approach on an edge device
to evaluate the performance in terms of training and
inference time.

The remainder of this work is organized as follows: the
next section presents the state of the art of glucose levels pre-
diction, with a specific focus on the classification of adverse
glycemic events; section II describes the public and the pri-
vate dataset utilized for validation, as well as the proposed
models and the edge device on which they are implemented;
section III describes the experimental design for the tests
that have been performed, and presents a description of the
competitors that we tested in different settings (using CGM
alone or with additional input features); section IV describes
the results we achieved for the tests, for the edge implemen-
tation, and for the comparison with the other models; finally,
section V provides concluding remarks and some possible
future developments.

A. BACKGROUND
Since the introduction of CGM devices for monitoring blood
glucose levels, research efforts moved towards the devel-
opment of predictive models capable of improving the life
quality of people with T1D [36]. In most cases, such models
resort to data-driven techniques to predict glucose values in
advance [37]. In the frame of blood glucose levels prediction,
the works in the literature that exploit data-driven models
differ from each other in three main aspects: Univariate vs
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Multivariate approach.The CGM sensormeasurements can
be regarded as time series, as they are temporal sequences of
evenly spaced data points; straightforwardly, different time-
series approaches have been used in the literature to perform
predictions given past sequences of glucose levels. In time-
series problems, the sequence of input data can be represented
by single or multiple attributes, i.e., one variable or a set
of variables that vary over time. The former approach is
usually referred to as univariate time series (UTS) and the
latter as multivariate time series (MTS). UTS approaches
exploit only past glucose levels to perform predictions on
future glucose levels, whereas MTS approaches exploit the
previous knowledge of other features such as injected insulin
and carbohydrate intake; Regression vs Classification. The
former is the most widely adopted approach [16], consisting
in forecasting the exact future glucose level given a prediction
horizon (PH), i.e., how far forward in time the prediction is
performed. The latter instead aims at predicting if an event
will occur or not, i.e., if the patient is going to experience
hypoglycemia or hyperglycemia in the time window defined
by the PH or after a fixed amount of minutes; Precision
Medicine vs k-fold Cross Validation. Precision medicine
aims to develop a predictive model suited to patient-specific
data, and, as a consequence, the available data from each
patient are split into training and test sets. The training set
is used to fit the model on data from one subject, and the
test set is used to evaluate performance on other data from
the same subject. Conversely, k-fold Cross Validation is a
statistical technique consisting in splitting the whole dataset,
composed of data from several patients, into k subsets to
evaluate model performance on the entire dataset by using,
in turns, one fold as the test set and the remaining k − 1 folds
as discovery (training and validation) set. In many cases, the
Leave-1-Patient-Out Cross Validation is used, a special kind
of k-fold Cross-validation in which each fold consists of all
the data of a single subject.

With regard to the regression task, future glucose levels
forecasting resorts to different types of approaches, including
kernel machines [38], forests of decision trees [39], gen-
erative models [29], artificial neural networks [19], [40],
state-space models [41], time-series and latent variable mod-
els [16]. Such models are by far the most investigated in the
literature but are limited by the fact that their results, usually
reported in terms of Root Mean Squared Error (RMSE),
provide no information on whether prediction errors occur
in the proximity of hypo/hyperglycemic levels or the eug-
lycemic range. However, the predicted glycemic values can
be compared to the original CGM track to compute the
amount of adverse glycemic events identified by resorting
to a regression-to-classification task [18], [29]. A model has
recently been proposed for joint blood glucose levels fore-
casting and hypoglycemia prediction [19].

A different approach to predict future glycemic events
resorts to the classification task: in this case, rather than
predicting the exact future glycemic level, the models aim

to predict if the patient is going to experience an adverse
glycemic event in the next fewminutes (most papers consider
a PH of 30 minutes). Usually, these studies consider two
main classes to be predicted, according to the read CGM
value, namely hypoglycemia (CGM ≤ 70 mg/dl) and hyper-
glycemia (CGM ≥ 180 mg/dl), although some studies take
into account further thresholds, or only focus on predict-
ing a specific event (e.g., postprandial hypoglycemia). Two
main approaches fall into this area: sample-based prediction
[20], [21], [22], [27], [28] in which, at each timestamp, a pre-
diction is performed according to the PH; in this way, each
sample is classified, and the model performance is evaluated
based on the predictions performed for all the timestamps;
and event-based prediction [18], [27], [29], in which con-
secutive timestamps of hypo/hyperglycemia are considered
as a single event; a prediction of an event is considered a true
positive if an actual event occurs in the next minutes. A sum-
mary of the state of the art of glycemic events prediction is
reported in Table 1, where we also report the results of our
previous work [42] in which we performed a regression-to-
classification task.

II. MATERIALS AND METHODS
A. DATASET
A wide-ranging analysis of the state of the art shows that
tests are usually performed on private datasets, therefore it
is difficult to make a fair comparison between the various
algorithms. In other cases, tests are performed on data from
in silico patients [43], [44], generated using T1DM simula-
tors [45], [46]; nonetheless, the results achieved using virtual
patients usually overestimate the model predictive capabil-
ity because real-life complications such as physical activ-
ity, stress and illness are not taken into consideration [47].
However, a public dataset composed of data from six real sub-
jects is available since 2018 [14] and that has been afterward
enlarged with data from six more subjects [15]. To promote
a fair comparison with works from other researchers, we per-
form tests on this publicly available dataset. In addition,
we validate the proposed model using data from a private
dataset.

1) PUBLIC VALIDATION DATASET (Ohio)
The Ohio T1DM dataset was initially available to partici-
pants in the first and second Blood Glucose Level Prediction
(BGLP) Challenge in 2018 and 2020 and then became pub-
licly available to other researchers. In this work, we consider
the original format [14] and its expansion [15] as a single
dataset. It contains eight weeks of data concerning continuous
glucose monitoring, insulin, physiological sensor, and self-
reported life-events of twelve adults suffering from T1D (five
females and seven males, aged between 20 and 60, each using
the Medtronic EnliteTM CGM sensor and a fitness band),
all following a Continuous Subcutaneous Insulin Infusion
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TABLE 1. State of the art of the glycemic events prediction task. For each work, we report the main author together with the number of patients in the
dataset and the validation strategy, the adopted model, the specific sample-based or event-based approach and, where available, the average
classification Recall (R) and Precision (P) of predictions up to 30 minutes ahead of time for the classes hypoglycemia (Hypo), normoglycemia (Norm) and
hyperglycemia (Hyper). We mark as not available (n/a) the performance values that were not reported and are not possible to compute.

therapy(CSII). More detailed information about the dataset
can be found in [14] and [15].

The dataset is already split into a training and a test set for
each patient; however, since we aimed to perform a Leave-1-
Patient-Out Cross Validation, we joined the training and the
test sets of each patient to make a single fold. The recorded
data report many interruptions; plus, two different fitness
bands were used in the first and second releases to record
physical data.

We decided to pursue a univariate approach, so CGM
sensor data is used alone as an input feature of the proposed
model. In order to test the multivariate variant of the models,
and provide a fair comparison between different approaches,
we utilized only the features that are in common between
the datasets; furthermore, in order to develop a system as
autonomous as possible and to reduce the burden on the
patient, we only considered the features collected by sensors
and without the direct involvement of the user. After this
selection, the four considered features are CGM sensor read
values, injected insulin, skin temperature, and galvanic skin
response.

2) PRIVATE VALIDATION DATASET (UCBM)
The Unit of Endocrinology and Diabetology of Campus Bio-
Medico University (UCBM) Hospital provided anonymized
CGM data of five T1D patients (all males), all using Dexcom
G5 CGM sensor, aged between 32 and 43 (average 38.6±5),
HbA1c between 5.7 and 8.4, weight between 67 and

95 kg, daily insulin requirement per kg between 0.07 and
0.85 UI/Kg/die (average 0.49 ± 0.29). Three patients use
CSII, whereas two follow an MDI. Every patient was moni-
tored for a period ranging from 3 to 14 days (average 8±3.8),
for a total of 40 days, during which they regularly performed
physical activity. Predicting glucose levels of T1D patients
during physical activity is particularly tough due to quick
variations occurring [48]. It is worth noting that the patients
from the UCBM dataset utilize a different CGM sensor than
patients from the public dataset.
Informed Consent Statement: The study was conducted

according to the guidelines of theDeclaration ofHelsinki, and
approved by the Ethics Committee of Campus Bio-Medico
University of Rome (11 May 2021). No patient identifiable
information was used in this study and only data from which
identifying factors have been removed were used for statisti-
cal analysis. Informed consent was obtained from all subjects
involved in the study.

B. DATA PREPROCESSING
As aforementioned, many disconnections occurred during the
data recording period concerning both the CGM sensor and
the fitness band. In general, this leads to complications when
training a time-series model. To minimize complications and
allow a comparison between the performance of the UTS
and the MTS approach, we included in the dataset only the
timestamps in which all the considered features were avail-
able at the same time for at least 12 consecutive timestamps
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(60 minutes). Indeed, in this work we found that a size of the
input sequence of 6 timestamps (i.e. the latest 30 minutes)
provides optimal results. Since a PH of 30 minutes is being
considered, consecutively recorded sequences shorter than
60minutes would not provide a ground truth value to evaluate
the effectiveness of the prediction. Also, we excluded from
the analysis the 6 timestamps preceding and following a
sensor calibration or disconnection, since huge variations of
glycemia were present during such events, resulting in noisy
data for the model training. Next, we composed a different
feature matrix for each patient by joining all the portions of
data obtained in this way. No further preprocessing was per-
formed on raw data; the only exception concerns the amount
of injected insulin: we added the bolus values to the basal
insulin rate at the corresponding timestamps. In this way,
we joined the basal insulin and the injected boluses into a
single insulin feature.

C. DATA LABELING
To perform a classification task and properly evaluate
the model, data labeling is essential. Different approaches
have been pursued in the literature for the prediction of
glycemic events, spanning from binary classification prob-
lems [20], [21], [22] to 4-class problems [18]. In this paper,
we approached a three-class classification task, considering
classes hypoglycemia, hyperglycemia, and normoglycemia
(euglycemia). We chose well-established thresholds to define
classes based on CGM values, considering the following
formal definition:

Hypoglycemia if CGM ≤ 70 mg/dl
Normoglycemia if 70 mg/dl < CGM < 180 mg/dl
Hyperglycemia if CGM ≥ 180 mg/dl

For each sample in the dataset, we observe the subsequent
6 timestamps (30 minutes) and act differently according to
the values in that time window:

• if a hypo/hyperglycemic value is in the considered time
window, then the sample under observation is labeled
either as hypoglycemia or hyperglycemia.

• if the sample under observation falls within the hypo-
or hyperglycemic ranges, the sample is labeled either as
hypoglycemia or hyperglycemia regardless of the values
in the subsequent time window.

• if the sample under observation and all the samples in
the considered timewindow are in the euglycemic range,
then the sample is labeled as normoglycemia.

Note that this labeling strategy tends to generate ‘‘alarms’’
every time an adverse event is forthcoming or is already
happening, whereas it considers as ‘‘normal’’ all the other
timestamps. It is also why, differently from other works [18],
we decided not to consider severe hypo- or hyperglycemia
as classes: the proposed model generates an alarm every
time an event is predicted or present, regardless of its
severity.

In the sample-based approach, after the labeling step,
the public dataset includes 5866 hypoglycemia, 67972 eug-
lycemia, and 38175 hyperglycemia samples, corresponding
to about 389 days of data. The Imbalance Ratio, defined
as the ratio between the number of samples of the most
and the least represented class, is IR = 11.6. Thus, the
dataset presents a high imbalance (IR ≥ 9) according
to the definition given in [49]. The event-based approach
presents 413 events of hypoglycemia, 66786 samples of
euglycemia, and 1417 events of hyperglycemia, with a
consequent IR = 161.7. It indicates a strongly imbalanced
dataset [49]. The euglycemia cannot be considered an event.
According to the physiological meaning and the labeling
strategy we chose, we consider all the normoglycemia sam-
ples (every single time-step) as independent observations
(events) in the event-based approach. Following this strategy,
the number of observations is slightly smaller due to data rear-
rangement during the event-based performance evaluation.

Regarding the private dataset, it includes 819 hypo-
glycemia, 7113 normoglycemia, and 3221 hyperglycemia
samples (IR = 8.7), corresponding to 55 events of hypo-
glycemia, 7044 samples of normoglycemia, and 72 events of
hyperglycemia (IR = 128).

D. EDGE DEVICES
The increasing development of new, more powerful, dedi-
cated hardware enables the emergence of a branch of arti-
ficial intelligence known as inference at the edge [50], [51].
It involves the machine learning models being run directly
from a proximity device using data collected from associ-
ated sensors. With the growing interest in the telemedicine
approach [52], [53], the inference at the edge can enable
predictive models that work in real-time with patient data to
improve both medical quality and efficiency. For this reason,
to date, several works exploit the potential of edge computing
not only from a more methodological and general point of
view (e.g., [54]) but also in the field of glycemic level pre-
diction. Zhu et al. [55], for example, proposed an Embedded
Edge Evidential Neural Network to predict future glycemic
levels of adult T1D patients in real-time by exploiting CGM
sensor readings and an edge-computing device.

To test the feasibility of the predictive model implementa-
tion and utilization on an edge system, we needed to identify
the target hardware. Because of its low cost and high com-
putational capabilities, our choice fell on the Raspberry Pi4.
The Raspberry Pi4 presents a Broadcom BCM2711 quad-
core Arm Cortex A72 of 1.5 GHz processor, with 4 GB
of random access memory. Furthermore, to carry out the
tests, we used Raspbian OS (a Debian-derived operating
system) as the operating system. To limit the experimental
time, we chose to carry out these tests using three identical
devices.We standardized the data collected during testing and
installed the dependencies required to carry out the tests only
on one device. Then, the operating system image was copied
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over two different memory cards and inserted into the other
devices to make them clones of the previous one.

E. METHODS
We now introduce the main contribution of this paper, con-
sisting of a novel approach for predicting adverse glycemic
events while generating few false alarms. We propose a
meta-learning approach based on a multi-expert system.
In particular, we resort to layered meta-learning, in which
a base-learner models task-specific characteristics while a
meta-learner models the features shared by the tasks [31].
As the base-learner, we utilized a multi-expert system based
on a deep neural network architecture. We evaluated two
different architectural approaches, one based on recurrent
neural networks (LSTM) and the other based on convolu-
tions (CNN). We selected these models because they achieve
state-of-the-art performance on tasks related to time-series,
including T1D management [23], [30]. The softmax layer
output of each expert is passed to a decision tree (the meta-
learner). Figure 1 reports the architectural schemes of the
two implemented base-learners, while Figure 2 reports the
scheme of the entire system.

1) BASE-LEARNER
The base-learner is a multi-expert system consisting of three
deep neural networks, either Recurrent with LSTM units or
with three convolutional layers. We will refer to these multi-
expert models as ME-LSTM and ME-CNN, respectively.
The rationale lies in observing that the overall performance
on a skewed dataset may be improved by combining the
decisions of three different models [56], each specialized
in detecting one of the three classes under examination.
In other words, in this phase, the original three-class prob-
lem is decomposed into three binary classification problems,
and, straightforwardly, a binary relabeling was performed
before training each expert. During the training of the sin-
gle expert, a weighted classification layer provides the final
decision. We optimized the LSTM and CNN models through
a grid search on the number of hidden layers and the num-
ber of nodes for each layer. We report further details in
paragraph II-F.

LSTM
In general, recurrent layers of RNNs consist of recurrent cells
which are affected by both past states and current inputs.
Almost all the exciting results achieved in the latest years with
RNNs have been achieved by the LSTM. Thanks to its ability
to learn long- and short-term sequence patterns, it is nowa-
days considered the state-of-the-art model for time-series
forecasting and sequence classification [57]. Each LSTM
cell consists of three gates. The first two have a role when
updating the cell state: the input gate decides what part of
the new information will be stored, while the forget one what
information will be thrown away. The third gate, the output

one, decides what information can be output based on the cell
state.

In this work, a single expert consists of the succession of
the following layers: a sequence-input layer, which takes as
input an m × n matrix of features, where m is the number
of features and n is the number of recent timestamps to be
input; a first LSTM layer of nh hidden units; a second LSTM
layer of 1

2nh hidden units; a fully-connected layer of two units
(i.e., one for each class investigated by the expert); a two-
neurons softmax layer, which takes the network output values
between 0 and 1. We report the schematic representation of
the expert structure in Figure 1. The proposed model exploits
only CGM as an input feature, thus m = 1 (univariate
approach). In this work, we found that a value of n = 6
(i.e., the latest 30 minutes) provided optimal results. The
value of nh for each expert was empirically determined as
described in section II-F.

CNN
Apart from a sequence-input layer (the same as in the LSTM
case), each CNN expert involves three convolutional layers
with different numbers of filters, also called kernels. In the
univariate approach, we fix the filter size equal to 1 × 2.
For each layer, each filter slides (with a stride equal to 1)
along one direction (the temporal dimension). At each step,
a convolution of the samples (time instants) covered by the
filter window is applied. In the multivariate approach we fix
the filter size equal to 2 × 2, and each filter slides along the
two dimensions.

Given the small size of the kernels, we have chosen not to
include pooling layers. We applied, instead, a batch normal-
ization layer [58] after each convolutional layer to standardize
their inputs among the samples in each batch.

After the last convolutional layer, a dense layer of 64 nodes
with the ReLU activation function and a 2-node dense layer
with a softmax activation function provide the expert output.

2) META-LEARNER
Given the outputs of the three experts for an input sample,
a straightforward decision strategy could be to compare them
and select the class for which its expert model shows the
greatest value. We adopt this strategy to evaluate the per-
formance of the base-learners (ME-LSTM and ME-CNN)
models. However, given that each expert is trained separately,
it is not ensured that just picking the greatest value between
the experts’ outputs would provide the best choice for assign-
ing the final label. Looking at the proposed architecture
in terms of layered meta-learning, each expert in the base-
learner is utilized to model the characteristics that are specific
to its binary classification task. This knowledge is exploited
by the meta-learner to model the features shared between the
binary classification tasks and the 3-class classification task.

The meta-learner utilized in this study is a CART decision
tree, a powerful graph-based method used in machine learn-
ing. It is a successive model that unites cohesively a series
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FIGURE 1. Schematic representation of the expert architectures. Left: the architecture based on the LSTM. network. Right: the architecture based
on the CNN network.

FIGURE 2. Schematic representation of the meta-learning algorithm and
the single experts’ architecture.

of basic tests (nodes), where a numeric feature is compared
to a threshold value in each node [59]. Although it can be
prone to overfitting, it is highly interpretable compared to

artificial neural networks, and overfitting can be limited using
pruning. It is characterized by hyperparameters such as the
split criterion for nodes (we utilized the Gini diversity index
as the split criterion) and a set of parameters optimized during
training. The decision tree meta-learner automatically learns
the optimal threshold from the outputs of the three experts.
As will be discussed in the following sections, we proved
that this meta-learner achieved better performance compared
to other algorithms. We will refer to the complete sys-
tems (base-learner and meta-learner) asME-LSTM-DT and
ME-CNN-DT (Figure 2).

F. PARAMETER SEARCH
Before performing the tests, it is necessary to determine the
optimal number of parameters of the base-learners, i.e., the
number of hidden units nh of the first LSTM layer of each
expert (the number of hidden units of the second LSTM layer
is always set equal to nh/2), and the number of filters and
kernel size for the CNN. With regard to the meta learner,
we investigated whether or not using pruning or class weights
would improve performance. In this phase, we use only the
public dataset. Straightforwardly, taking apart data from one
patient in each turn, we consider 12 different folds as the
discovery set. Then, each discovery set is randomly split into
a training (70%) and validation (30%) set.

About the LSTM, we investigate a variable number of
hidden units nh for each expert, ranging from 10 to 100,
and evaluate the combination which guarantees the best
performance through the medium of a grid search. For the
CNN, we investigate the combinations with 32, 64, and
128 channels, considering all the parameter combinations by
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performing a grid search. During this phase, we train each
binary expert on each training set and evaluate its perfor-
mance with a sample-based approach on the corresponding
validation set. Then, we evaluate all the possible combina-
tions of experts to determine the optimal configuration.

As mentioned, this work aims to develop a model capable
of achieving high scores for both recall and precision per
class, defined as: Recall = TP/(TP + FN ); Precision =

TP/(TP + FP), where TP, FP and FN are the total numbers
of true positives, false positives, and false negatives per class.
Straightforwardly, to maximize precision and recall per class
at the same time, we considered as the evaluation metric
the F1-Score: F1-Score=2 · Precision · Recall/(Precision +

Recall). In particular, we evaluated the quality of the predic-
tions by measuring the geometric mean G of the F1-Scores

per class: G = K
√∏K

i=1 F1-Scorei, considering K = 3 classes.
The utilization of functions for the parameter selection that
takes into account a combination of metrics, e.g., a com-
bination of recall and specificity, has already proven to be
effective for the prediction of nocturnal hypoglycemia, even
for longer prediction horizons [60].

Since several combinations of parameters generate similar
results for each validation set, we take the best 10 combi-
nations from each fold and then check which of these was
the most recurrent combination of parameters. Following this
analysis, we select the triplet of 30-80-70 hidden units for
the hypoglycemia-euglycemia-hyperglycemia experts for the
ME-LSTM, and the triplet of 32-64-64 filters for the three
subsequent convolutional layers for the ME-CNN. For the
grid search routine, as well as for all the successive training
phases described in the next sections, we set the mini-batch
size equal to 1/10 of the size of the training set. To avoid over-
fitting, we set the maximum number of epochs to 1500 and
stop the training phase by early stopping if the performance
on the validation set does not improve for 10 consecutive
checks. We check the validation performance every 25 train-
ing iterations and shuffle training and validation data after
every epoch.

III. EXPERIMENTAL DESIGN
As widely mentioned in the previous sections, the sample-
based approach presents several limitations. Consequently,
we evaluate the performance using the event-based approach,
as it provides a more realistic overview of the algorithm’s
capability to predict an adverse event compared to the
sample-based approach. Nonetheless, taking into account
the strong imbalance related to the event-based approach,
we train the model with a sample-based approach. Then,
we evaluate performance on event prediction in the after-
math according to the definition of event-based prediction
reported in section I-A.We use this strategy as we assume that
such training would improve performance because the model
could see more samples belonging to the minority classes
during the training and validation phase [61], [62].

A. EVENT DETECTION
Event-based performance evaluation requires preprocessing.
According to the most widely used definition [18], we con-
sider a true positive an event correctly predicted in advance,
and a false positive an event predicted without an actual coun-
terpart. We consider false negatives the events not predicted.
Straightforwardly, we consider consecutive timestamps of
hypo/hyperglycemia as a single event. In our approach,
we use this definition for the events of classes hypoglycemia
and hyperglycemia.

For the reasons reported in section II-C, we use a sample-
based approach for class normoglycemia, instead. As a con-
sequence, during the event-based performance evaluation,
we follow a well-established strategy and consider consec-
utive misclassified samples as a single false-positive event
when the actual observation is normoglycemia. Conversely,
we consider each misclassified sample belonging to a minor-
ity class (either hypo- or hyperglycemia) a false negative for
its class and a false positive for the wrongly assigned class.

Moreover, in order not to consider fluctuations in the read
CGM signal nor in the predictions, we consider an event or a
prediction as such if it lasts for at least 10 minutes, i.e., if it
lasts for at least 3 consecutive timestamps. It is worth noting
that our approach increases the imbalance of the dataset,
making the classification task more difficult.

In most works, an event is considered correctly predicted
if the prediction is supplied with any advance with respect to
the actual event [18], [26]. Furthermore, fixed a prediction
horizon PH , a parameter k is set so that a prediction is
considered correct if performed from 1 to PH + k minutes
in advance. In the literature, values of k range from 10 to PH
minutes. In this work, we considered k = 10 minutes. The
standard approach provides no clue as to the actual advance
of the prediction.

For this reason, here we introduce a parameter α ranging
from 1 to 6 (i.e., from 5 to 30 minutes) to evaluate the number
of correct predictions performed with a fixed advance in
terms of timestamps. In particular, for classes hypoglycemia
and hyperglycemia, we classify the events according to the
following rules: True Positive (TP) if a correct prediction is
performed in the time window [−(PH + k),−α] before the
actual event; False Positive (FP) if an event is predicted and
no actual counterpart is present in the (k + PH ) timestamps
following the prediction; False Negative (FN) if an actual
event is not predicted in the time window [−(PH + k),−α]
before the actual event. It makes our approach differ from the
standard approach, as it allows to evaluate how many events
are effectively detected at least α timestamps in advance.

Figure 3 reports a graphical comparison between the pro-
posed and the standard event prediction approaches and
some examples of correct and wrong predictions. The figure
refers to the prediction of adverse events, i.e., hypo- and
hyperglycemia, whereas the prediction of class normo-
glycemia exploits a sample-based approach. In this example,
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FIGURE 3. Comparison and differences between the proposed and the standard [18] event prediction approach. Left: example of how a predicted
event is classified whether as a true positive or a false positive depending on the advance by which the prediction is performed. Given an actual
event E beginning after 60 minutes, bright cells indicate when a prediction would produce a true positive, whereas dark cells indicate when a
prediction would produce a false positive. Right: examples of predictions and relative classification with the proposed and the standard approach.
a) An actual event Ie occurs at t = 0. The event is predicted (Ip) exactly PH timestamps in advance. Both approaches consider Ip as a true positive.
b) The prediction is performed less than PH but more than α timestamps in advance. Both approaches consider Ip as a true positive. c) Ip is
predicted without an actual counterpart. Both approaches consider Ip as a false positive. d) An actual event occurs, but it is not predicted at least
(PH + k) minutes in advance. Both approaches consider Ie as a false negative. e) Ie occurs and it is predicted less than α timestamps in advance.
The proposed approach considers Ip both as a false negative and a false positive, whereas the standard approach considers it as a true positive.

we consider α=3 for the proposed approach. In practice, the
standard approach corresponds to our approach with α = 1.
We performed three different tests, utilizing the public

dataset, the private dataset, and by implementing the pro-
posed architecture on an edge device. The tests are described
below and a schematic representation is shown in Figure 4.

B. TEST 1: EVALUATION ON THE PUBLIC DATASET
We test the proposed approach on the Ohio T1DM dataset
with a Leave-1-Patient-Out Cross-Validation (Fig. 4a).
We fix, at each turn, data from one subject as the test set, and
data from all the other subjects as the discovery set, randomly
split into training (70%) and validation (30%) sets for the
training of the base-learners. The outputs of the softmax
layers of the three experts are passed as training data to the
decision tree meta-learner, together with the corresponding
target label. At inference time, we classify all the samples in
the test set. We then compute for each subject the event detec-
tion performance and a confusion matrix; then, we derive the
final results from the total confusion matrix calculated by
summing all the confusion matrices of all subjects.

1) COMPARISON WITH OTHER METHODS
To further assess the proposed method, we compare the
results we achieve on the public dataset to those of other

state-of-the-art methods listed in section I-A. The list of
competitors that we test on the Ohio T1DM includes:

• ASupport VectorMachine (SVM)with both polynomial
(SVM-poly) and radial-basis-function (SVM-rbf) ker-
nel. The latter model is the best classifier proposed by
Gadaleta et al. [18]. Similar to our model, the learners
were trained and tested with one-vs-all decomposition
for the classification task.

• A Random Forest (RF), which was proposed by
Seo et al. [20] and Dave et al. [21]. We performed a
grid search on our data to detect the optimal number of
learners, resulting in 100. We used the same weights as
our proposed models to tackle the data imbalance. It is
worth noting that this model consists of an ensemble of
decision trees, i.e., the model utilized as a meta-learner
in the proposed approach.

• Two different configurations of LSTM neural networks.
We performed a grid search on our dataset to determine
the optimal amount of LSTM hidden units for both mod-
els. The first presents a multi-expert architecture like
the one proposed but includes simpler and lighter neural
networks with only one hidden layer for each expert.
The grid search returned a value of 10, 100, and 1 hid-
den units for the hypoglycemic, euglycemic, and hyper-
glycemic experts, respectively (ME-LSTM 10/100/1).
The second setup consists of a single neural network that
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FIGURE 4. Schematic representations of the experimental tests.

presents the same architecture as a proposed expert, per-
forming a three-class classification task. The grid search
returned an optimal value of 70 units in the first and
35 units in the second LSTM layers (LSTM 3-class).

• CNN as a three-class classifier (CNN 3-class). To keep
the framework comparable with the multi-expert model,
we implement an analogous architecture as in the
ME-CNN system.
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Furthermore, we optimized and tested additional meta
learners following the optimal ME-LSTM and ME-CNN
architecture already found as described in section II-F:

• A SVM (ME-LSTM-SVM and ME-CNN-SVM)
whose optimal configuration resulted in a polynomial
kernel with one-vs-one decomposition and no class
weights.

• A Naive-Bayes classifier (ME-LSTM-NB and
ME-CNN-NB) whose optimal configuration resulted in
normal Kernel smoothing and class weights for each
class.

• A feedforward neural network (ME-LSTM-NN and
ME-CNN-NN) whose optimal configuration resulted in
one hidden layer with 3 neurons, each having ReLU acti-
vation function, and a size of 256 for the mini batches.

We considered as additional competitors theME-LSTM and
the ME-CNN, i.e., the presented base-learners, in which
the final decision on the label to assign to every sample is
taken based on the greatest softmax output between the three
experts. Finally, in order to assess if performance improves
when including injected insulin and physiological features,
we evaluated the proposed models, as well as every competi-
tor, using all the four available input features (Model-4F).

C. TEST 2: EVALUATION ON THE PRIVATE DATASET
We further validate the proposed approach on a pri-
vate (UCBM) dataset. To implement a realistic evaluation
approach, we train the ME-LSTM using only data from the
Ohio T1DM dataset, using data of all patients as a discovery
set, and adopting a 70/30% split for training and validation
set. Then, we perform tests on the five patients from the
private dataset one by one. Before conducting these tests,
we train the meta-learner following two different approaches:

1) utilizing only data from the public dataset (Fig. 4b).
This approach consists of the application of a model
trained using all the data available during test 1 to a
different test set, consisting of patients that use different
CGM sensors;

2) utilizing all the data from the public dataset and, at each
turn, data from the four patients of the private dataset
that are not the test patient (Fig. 4c). This approach is
particularly suited for meta-learning because only the
light meta-learner is updated with new data, while the
base-learners remain unchanged.

D. TEST 3: EDGE IMPLEMENTATION
To date, there aremany devices capable of improving the lives
of people with T1D [63], but there are still no devices capable
of predicting the onset of hypo- or hyperglycemic episodes
without the aid of a doctor. To investigate the possibility
of integrating our system on edge and evaluate the time
performance due to the utilization of the proposed solution in
real applications, we perform an edge implementation test on
the edge devices presented in section II-D. We aim to obtain
data on the training, transformation, and inference times of

the proposed models and thus be able to discover their appli-
cation scenarios and their possible limitation. We carry out
the edge tests following a precise workflow. First, we train
the classifiers, then we perform the transformation in .tflite to
speed up the inference on the edge devices. Afterward, we run
the classification process and feed the data to the decision
trees downstream.

Regarding the number of operations accomplished:

• we train the base-learners 30 times each for each patient,
for a total of 360 training for each classifier;

• we perform the transformations in .tflite 100 times for
each classifier and each patient, for a total of 1200 trans-
formations for each classifier;

• we calculate the inference times 100× N_test_samples
times for each classifier and each patient, following the
leave-1-patient-out approach.

Finally, for calculating the training and inference times
of the decision trees downstream of the three base-
learners, 1000 pieces of training were carried out and
1000 × N_test_samples inference tests were calculated,
always following the leave-1-patient-out approach. After
that, we compute the mean and standard deviations for all the
collected data.

IV. RESULTS AND DISCUSSION
In this section, we present and discuss the results achieved
with the proposed meta-learning models. For compactness
purposes, we use the abbreviations Hypo (hypoglycemia),
Norm (normoglycemia), and Hyper (hyperglycemia) in the
result tables.

A. TEST 1: RESULTS AND PERFORMANCE ANALYSIS
With regard to the event-based evaluation approach, we report
the results achieved on the Ohio T1DM dataset with the pro-
posed models in terms of recall per class, precision per class,
and F1-Score per class. Table 2 reports the total results com-
puted by summing all the confusion matrices of the patients,
thus providing the performance on the whole dataset for the
proposed models. The average results on the 12 patients are
similar to the total results. We do not report them for brevity
purposes.

Let us focus on the results achieved by the ME-LSTM-DT
for different values of α. Recall, precision, and F1-Scores per
class tend to become smaller as α increases. It indicates that
the models are not fully capable of predicting adverse events
with greater advance. The scores of class normoglycemia
tend to remain high due to the strong imbalance of the
dataset and the sample-based approach considered for this
class. We can observe that more than half of the adverse
events are predicted at least 30 minutes in advance; at the
same time, the amount of FPs is very limited. In detail, the
model can predict more than 81% hypoglycemic events and
83% hyperglycemic events at least 15 minutes in advance,
while producing a small number of false alarms. Such a time
advance could be sufficient to avoid or considerably mitigate
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the complications [23]. More in detail, the average time gain,
defined as the time between an alert and a real event (where
the time gain is 0 in the case of an FN), is 22.8 minutes for
hypoglycemia and 24.0 minutes for hyperglycemia. It is a
good improvement compared with the literature, where a time
gain of 15-20 minutes is usually achieved [17], [29].

It is worth noting that the decrease in the precision-per-
class scores is due to the events predicted less than α times-
tamps in advance. In this case, they are considered false
positives despite an actual event is going to occur; for this
reason, the most appropriate precision scores to take into
consideration are those obtained considering α=1, which
express to what extent a wrongly predicted event is not going
to occur. It is also interesting to focus on the number of false
alarms produced per day by the proposed method. Indeed, a
79.3% precision for hypoglycemia means that, on average,
only 2 out of 10 alarms generated by the model are false
alarms; in total, the amount of FPs for this class is 201,
corresponding to an average of 0.45 false alarms per day.
Some of these false alarms might be due to hypoglycemic
events which would have actually occurred without a patient
intervention [64], or that have not been detected by the CGM
sensor [22], [64]. Similarly, a total of 202 FPs is observed
for hyperglycemia, corresponding to an average of 0.46 false
alarms per day. Such values are small enough not to stress
patients with constant alarms that would generate nuisance.

With regard to the results of the ME-CNN-DT, the
F1-scores are always slightly greater than those achieved by
the ME-LSTM-DT, with the exception of hypoglycemia for
α ≥ 5. In particular, this model performs better on hyper-
glycemia prediction, as the recall scores are always slightly
greater, while the precision scores are very similar. Taking
into account hypoglycemia performance, this model presents
greater precision (less false alarms) at the expense of a lower
ability to detect events with greater advance, corresponding
to values of α ≥ 4. It corresponds to an average time
gain of 21.7 minutes for hypoglycemia and 25.0 minutes
for hyperglycemia. The 87% precision achieved with α = 1
corresponds to 1.3 false alarms every 10 alarms; in total,
the amount of FPs for this class is 34, corresponding to an
average of 0.087 false alarms per day. A total of 134 FPs are
observed for hyperglycemia, corresponding to an average of
0.34 false alarms per day. Although the performance of the
ME-CNN-DT model is better in general, the ME-LSTM-DT
model would probably provide greater help to T1D patients,
due to its improved ability to predict hypoglycemic events
with greater advance while keeping small the number of false
alarms. However, the ME-CNN-DT would be very helpful as
well and would provide better performance in the prediction
of hyperglycemia.

1) QUALITATIVE COMPARISON WITH THE LITERATURE
In this section, we provide a comparison with the results
presented by other works. Straightforwardly, we focus on
the total results we achieve considering α=1 because they
correspond to the approach pursued in the literature [18].

The comparison is qualitative because works that performed
event detection used different datasets.

For hypoglycemia, the best recall score is 95%, proving
that almost all hypoglycemic events are predicted at least
5 minutes in advance, while precision is strictly greater
than 79%. Of the models listed in section I-A, only our
previouswork [42] achieves a better precision (86.4%), which
is lower than that of theME-CNN-DTmodel, while achieving
a sensitively lower recall (59.8%). The second best precision
score is achieved by Zhu et al. [17] (65.6%) while achieving
84.1% recall. They proposed a bidirectional recurrent neural
network refined with patient-specific model agnostic meta-
learning for regression on three datasets (including the Ohio
T1DM dataset), obtaining on average 0.48 false alarms per
day. Similarly, the model proposed by Prendin et al. [29]
achieves a good precision (64%), which also results in a
smaller amount of 0.5 false alarms per day; however, the
recall reported in that study is lower (82%). We outperform
by more than 40% the remaining hypoglycemia precision
scores. Daskalaki et al. [26] achieve 100% recall for both
hypoglycemia and hyperglycemia; nonetheless, their work
only aims at predicting events regardless of the precision
per class. They report that their model generates on average
1.6 false alarms per day, but there is no clue on the number
of events in the test set, so the computation of the precision
per class is not possible. The same applies to the work from
Yang et al. [19].

For hyperglycemia, the recall score is noteworthy as well,
being about 92%, whereas precision is above 89%. It is worth
pointing out that, although the prediction of hyperglycemia
may seem of reduced practical impact because most patients
experience hyperglycemia after a meal, the proposed models
do not exploit carbohydrate information to perform such
a prediction, in the view of a fully-automated system that
does not require the patient to provide meal data manually.
We outperform by more than 33% the only who reported
hyperglycemia precision (Gadaleta et al. [18], 56%), although
the same study outperforms our hyperglycemia recall (95%).
Nonetheless, their proposed SVMmodel producesmany false
alarms (hypo/hyperglycemia precision equal to 36/57%).
In general, the proposed meta-learning approaches outper-
form the previously presented ones. However, these compar-
isons are qualitative because tests are performed on different
datasets.

The F1-Score per class, which can be interpreted as the
ability of the model to perform accurate predictions while
generating few false alarms, is greater than 86% for every
class. It proves that the proposed approach could be reli-
able in a real-life application without stressing patients with
many false alarms, which is rarely achieved in the literature.
However, a value of α=1 means that predictions are per-
formed at least 5 minutes in advance, which may not be a
sufficient time to prevent adverse events. It is the reason why
we investigated the performance with different values of α.
For sake of completeness, we report in Table 3 performance

of the proposed meta-learning models with the sample-based
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TABLE 2. Total results of the proposed meta-learning systems with the event-based approach, extracted from the total confusion matrix for Test 1.
Results are reported in terms of recall [%], precision [%], and F1-Score [%] per class for the different values of α investigated.

TABLE 3. Results with a sample-based approach.

approach, albeit it is not fully indicative of a model’s real
performance, as widely discussed in the previous sections.
The results achieved are highly competitive compared to
those reported by the models listed in Table 1 that pur-
sue a sample-based approach, since only the study from
Dave et al. [21], who proposed a model composed of two
Random Forests, one day-specific and one night-specific,
achieves better hypoglycemia recall (93.7%) but at the
expense of a considerably lower precision (15.1%). The
opposite approach was pursued by Marcus et al. [28], who
aimed to reduce as much as possible the number of false
alarms per day, achieving a 4% false-positive rate; nonethe-
less, their recall is considerably lower than ours (64% and
61% for hypo- and hyperglycemia).

Finally, we report in Table 4 the results achieved by the
proposed models when a longer PH of 60 or 120 minutes
is considered. The performance worsens sensitively for both
models. Although a longer PH would provide patients with
more time to react to an incoming adverse event, a predic-
tion over such a long temporal horizon necessarily increases
the uncertainty in the predictions, for example, due to the
attempt of the algorithm to maximize the performance for
the minority classes, which leads to the generation of many
false alarms, as demonstrated by the considerably lower recall
scores for class normoglycemia. In the light of this analy-
sis, a 30-minute PH seems appropriate for event detection.
However, the results achieved by the proposed model are
comparable to those of other recent studies that investigate
a longer PH for the prediction of nocturnal hypo- or hyper-
glycemia [24], [65], which also suffer from a lower recall or
precision score.

TABLE 4. Average percentage results over the 12 Ohio T1DM patients
with the event-based approach of the two proposed models with a PH of
60 and 120 minutes.

2) RESULTS OF THE COMPARISON WITH OTHER METHODS
ON THE OHIO T1DM DATASET
In this section, we compare our performance to the perfor-
mance of the competitors listed in section III-B1. The results
are referred to the event-based approach and are computed on
the total confusion matrix with a Leave-1-Patient-Out Cross
Validation approach. All the competitors have undergone a
grid search to select the optimal model parameters. To pro-
vide a compact overview of the performance for different
values of α, we report the results of each model in terms
of the F1-Scores per class and of the geometric mean G of
the F1-Scores per class, because they provide an overview of
the model capability to achieve good performance for each
class.

Table 5 reports the results of the comparison with the other
methods when exploiting only CGM as an input feature.
Results are reported in terms of the F1-Score for classes
hypoglycemia (FHypo), normoglycemia (FNorm), and hyper-
glycemia (FHyper ), together with the geometric mean G of
the F1-Scores per class. Considering all values of α, both
the proposed models outperform all the competitors by a
large margin, except for class normoglycemia for which the
SVMwith radial basis function always achieves better results.
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However, this is the majority class and is less important to
predict accurately. The best competitors are the other CNN-
based models for α ≤ 2, and the ME-LSTM for greater
values.

Let us focus on the comparison between the results
achieved with and without resorting to meta-learning. With
regard to hyperglycemia, a small improvement is observed
for F1-scores, as the slight precision increase is balanced by
the slight recall decrease. The major advantage of the meta-
learning is observed with regard to hypoglycemia, where
an increase of 10 to 15% is observed for all the F1-scores.
In detail, although the recall is slightly decreased by 3 to
7%, a considerable improvement of about 20% is observed
for the precision, resulting in a much lower amount of false
alarms. We can conclude that using a meta-learner consid-
erably improves the capability of predicting adverse events
while producing few false alarms. We also tested two other
meta-learners (Naive-Bayes classifier and Support Vector
Machine) which returned very high recall scores (above 99%)
for both hypo- and hyperglycemia, at the expense of very low
precision (below 15%). We do not report these results for the
sake of brevity. From a comparison with the ME-LSTM, the
ME-CNN, and the Random Forest, it is clear that the uti-
lization of the meta-learning approach as a whole guarantees
sensitively better performance than any of the models it is
composed of. It is also interesting to note that the multi-expert
systemsME-LSTM andME-CNN outperform the correspon-
dent three-class model, suggesting that the ensemble strategy
is more effective for this task.

Finally, we tested our models and the competitors using
a multivariate approach, i.e., using all four available fea-
tures as input (Model-4F); these results are reported in the
bottom panel of Table 6, whereas the top panel reports the
results of the proposed univariate approach. The reported
results are referred to the total confusion matrix computed
by adding the confusion matrices of all patients. In general,
all the competitors perform better when using CGM alone
as an input feature. The proposed models outperform all
the competitors. The only exception concerns class normo-
glycemia, for which the SVMwith polynomial kernel always
achieves better results. The analysis is very similar to that
provided for the models which exploit only CGM. An inter-
esting behavior is observed for hyperglycemia prediction, for
which theME-CNN-DT-4F outperforms all the other models,
including its univariate counterpart. This is probably due to
the information concerning insulin boluses, which allows an
easier prediction of postprandial hyperglycemia; however,
such a feature complicates the data management, and the
improvement compared to the univariate model is not very
marked (3-4%).

In conclusion, by testing different models on the same
dataset we observed that:

1) resorting to multi-expert systems with a majority-based
decision policy provides better performance compared
to utilizing a single model for a 3-class classification
task;

2) using meta-learning considerably improves the perfor-
mance of multi-expert base-learners.

B. TEST 2: RESULTS AND PERFORMANCE ANALYSIS
We tested a private dataset to evaluate the capability of the
proposed approach to adapt to data of new patients. The
UCBM dataset includes patients that utilize a different CGM
sensor than the patients enrolled in the Ohio T1DM dataset,
and that regularly perform physical activity. This test was
performed twice: 1) by training the meta-learner only on the
Ohio patients, and 2) by training the meta-learner on the Ohio
dataset joined with the UCBM dataset with a leave-1-patient-
out approach. Table 7 reports the results of these tests (we do
not report the results for the normoglycemia class, which are
all above 95%).

Let us focus on the results of the first implementation
of the test, in which only the Ohio T1DM dataset was
used to train the meta-learner. The performance worsens
considerably, particularly for larger values of α. The main
worsening concerns the hyperglycemia prediction of the
ME-CNN-DT; however, also the ME-LSTM-DT model is
able to predict only few more than half hyperglcemic events
with any advance. This suggests that the different cohort
of patients, with different habits and life style, joint with
a different CGM sensor, presents completely different pat-
terns preceding hyperglycemia. Conversely, the worsening
for class hypoglycemia is less pronounced, suggesting that
common patterns exist between the two datasets.

Let us now focus on the results achieved including part of
the UCBM dataset in the training set. It is worth stressing out
that data from the UCBM dataset were used only to train the
meta-learners, whose training requires a very small amount
of time; differently, only the public dataset was used (once)
for the more onerous training of the base-learners. Again, the
performance is considerably worse than Test 1; nonetheless,
a pronounced improvement is observed for all classes and
for all values of α, with the exception of class hypoglycemia
of the ME-LSTM-DT model, which already achieved the
best performance in the first configuration. The improvement
is particularly noticeable for larger values of α and for the
ME-CNN-DT, whose F1-scores increase by up to 4 times.

Although the results achieved with the second experimen-
tal setup are in line with those presented in previous works
(e.g. an F1-score of 72% for hypoglycemia is presented
in [29]), these results are considerably worse than those
achieved in Test 1. This could be expected in the light of the
huge difference between the two datasets under observation,
and considering the limited size of the UCBM dataset for
training. In addition, it has been widely investigated how
the prediction of T1D events and glycemic levels is partic-
ularly challenging on patients that perform physical activity
[48], [66]. In conclusion, the take-homemessage of this test is
that the predictive performance of the proposedmeta-learning
approach can be considerably improved using a very limited
amount of data from the new dataset. Such an improvement
is achievable in the time required to train the meta-learner,
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TABLE 7. Total results of the tests performed over the private dataset. Results are reported for the ME-LSTM-DT (left) and the ME-CNN-DT (right) in terms
of recall [%], precision [%] and F1-Score [%] per class for the different values of α investigated. The top panel reports the results of the tests performed
using only the Ohio dataset to train the meta-learner, whereas the results in the bottom panel are referred to the model in which the meta-learner is
updated using data of the UCBM dataset using a leave-1-patient-out approach.

which is far less than a second, as discussed in the next
subsection.

C. TEST 3: RESULTS OF THE EDGE IMPLEMENTATION
The tests on the edge system were carried out following the
pipeline described in subsection III-D. The results concerning
training, conversion and inference time are shown in Table 8.
From the data collected, on the one hand it can be observed

that the training of CNNs is more onerous in terms of time
required, when compared to that of LSTMs; on the other
hand, the transformation times of the CNN models are less
time consuming, by a factor of 5, with respect to the LSTM
ones. This is due to the steps needed for the conversion into
.tflite; in fact, in order to transform an LSTM, or in general
an RNN, into .tflite it is necessary to build the graph of the
model itself, an operation that can be performed through the
use of the concrete functions of Tensor Flow. This operation,
which is not required for the CNN transformation, results in
a longer transformation time for this type of models. In all
cases, no appreciable loss in performance was observed.

As far as inference times are concerned, it can be observed
that, regardless of the model under consideration, they are
around values of less than a tenth of a millisecond. We can
therefore state that the time required to perform this operation
has little or any influence on the total time count, thus allow-
ing both the considered models to work effectively in real
timewhen considering the 5-minute samplingwindow typical
of CGM sensors. Moreover, the training and transformation
times of the networks are in both cases greater than the single
window required for prediction, but considerably shorter for
LSTM. Therefore, in case of a possible implementation of
an online learning system, i.e. a system capable of updating
itself directly on the edge device using new incoming data,
the use of multi-expert LSTMs would be preferable due to
their speed in the training phase. The only data collected
not shown in table 8 are those concerning the training and
inference time of the decision trees. We made this choice
because, for both the ME-LSTM-DT and the ME-CNN-DT,
the results obtained are overlapping with a mean time for

TABLE 8. Average time required with standard deviation for the edge
implementation of the multi-expert architecture. The results for both
individual experts and the two multi-expert approaches are reported.

training the decision tree of 0.055 ± 0.002 s and inference
time of 9.86 · 10−8

± 1.86 · 10−8 s and therefore, similarly
to the inference times of the models, negligible for a real
application scenario. This suggests that updating the meta-
learners on the edge with new incoming data would have a
very limited impact on the device in terms of computational
time.

V. CONCLUSION
Intensive management of T1D with multiple daily injec-
tions or continuous subcutaneous insulin infusion showed to
reduce the risk of developing micro/macrovascular complica-
tions [67]. However, the insulin-intensive treatment exposes
patients to frequent hyperglycemia and severe hypoglycemia
events. Growing evidence indicates that significant glycemic
variability significantly affects the onset and progression of
diabetes complications [68]. However, these glycemic fluc-
tuations are not easily predictable. The methods developed in
this study exploits CGMdata flow to predict hypo- and hyper-
glycemic events in the real world. Our approach would help
subjects quickly adjust insulin therapy and nutrition, enabling
them to speed up decision-making and improve personal self-
management. Thus, it would reduce daily activities-related
glycemic fluctuations and, consequently, the risk of acute and
chronic complications.

We presented a layered meta-learning approach based
on multi-expert models to predict adverse events in T1D.
We approached a 3-class classification task, considering
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classes hypoglycemia, normoglycemia, and hyperglycemia,
and performed tests in 3 different experimental configura-
tions.We pursued a univariate approach exploiting CGMdata
using a public dataset and further evaluated the performance
on a private dataset.We also introduced a parameterα in order
to evaluate the effective advance bywhich predictions are per-
formed, and evaluated performance for α varying from 1 to 6
(i.e., from 5 to 30 minutes). Finally, we investigated the real-
life feasibility of the proposed approach by implementing it
on an edge device and observing training, transformation, and
inference time.

The layered meta-learning model is composed of a base-
learner and a meta-learner. The base-learner consists of three
neural networks, which are either LSTM or CNN, each spe-
cialized in detecting one of the three classes. The softmax
output of each expert is passed to a decision tree meta-learner,
which is trained with the same data as the base-learners and
provides the final model classification.

With regard to the test on the public dataset, the presented
approach outperforms by a large margin all the works in
the literature using any of the investigated base-learners. The
ME-LSTM-DT model achieves better recall scores for hypo-
glycemia, with particular regard to larger values of α, whereas
the ME-CNN-DT achieves better F1-scores in general. For
what concerns hypoglycemia prediction, the average time
gain of the two models is equal to 22.8 and 21.7 minutes,
and the average number of false alarms per day is 0.45 and
0.087, respectively. Such time advances correspond to an
α = 4, for which an F1-Score greater than 74% is achieved by
both the proposed models; this performance combined with
such a time advance would be sufficient to avoid or at least
mitigate these events. For what regards hyperglycemia, the
average time gains of the two models, 24.0 minutes for the
ME-LSTM-DT and 25.0 minutes for the ME-CNN-DT, com-
bined with their low rate of false alarms (0.46 and 0.34 per
day, respectively), as well as the corresponding F1-Scores
above 77% for both models, would permit to avoid large
excursions above the target glycemic range. Based on these
results, both the proposed models could be very useful to
T1D patients in the disease management; in particular, the
ME-LSTM-DT model would probably provide greater help,
due to its improved ability to predict hypoglycemic events
with greater advance while keeping small the number of false
alarms.

Based on the results obtained, the system shows robust
performance to the use of the two possible therapies
CSII (15 subjects) and MDI(2 subjects).

In addition, we tested some of the models presented in the
literature and other well-established classification methods,
proving the superiority of the layered meta-learning based on
multi-expert systems. Tests on the private dataset suggest that
the performance of the meta-learning approach can consider-
ably improve by training only the meta-learner with a small
amount of data from a different cohort of patients, without the
need to train the entire model from scratch. Tests performed

on an edge device confirm the real-life feasibility of the
proposed approach.

Plus, while other works (e.g., [17]) proposed to adapt their
systems to new patients (personalized fine-tuning approach),
our model does not require any adaptation phase, being ready
to be used by new users as-is. The main advantage of our
(population-based) approach is to not require (several weeks
of) new acquisitions, which, in a supervised classification
task as in our case, would also require the involvement of
physicians for labeling the data, which is mostly practically
infeasible.
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