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A B S T R A C T

In this study, we propose a hybrid AI optimal method to improve the efficiency of energy management
in a smart grid such as Renewable Energy Community. This method adopts a Time Delay Neural Network
to forecast the future values of the energy features in the community. Then, these forecasts are used by a
stochastic Model Predictive Control to optimize the community operations with a proper control strategy of
Battery Energy Storage System. The results of the predictions performed on a public dataset with a prediction
horizon of 24 h return a Mean Absolute Error of 1.60 kW, 2.15 kW, and 0.30 kW for photovoltaic generation,
total energy consumption, and common services, respectively. The model predictive control fed with such
predictions generates maximum income compared to the competitors. The total income is increased by 18.72%
compared to utilizing the same management system without exploiting predictions from a forecasting method.
1. Introduction

The 2015 Paris agreement fixed the goal of the carbon neutrality
by 2050. This can be achieved by reducing the energy consumption of
human activities and the greenhouse gas emissions [1]. Such a task is
challenging because it requires a significant change of current power
plant scenarios, including an increase in the utilization of Renewable
Energy Source (RES) up to 40% of electricity supply by 2040 [2]. In
this framework, the European Commission introduced in its legislation
the REC, which is a legal entity representing a specific case of smart
grid [3]. Its aim is to generate, store and sell renewable energy as
well as exchange inside the energy produced by the units of REC
itself using the public grid as distribution network. The final goal is
to provide economic, environmental and social benefits of the local
area where it operates [4]. REC members include residential customers,
small-medium enterprises and local authorities. In the case of Italian
legislation [5], a limit of 1000 kW peak for RES power plant exists, and
all REC members must be connected to the same HV/MV substation.
Straightforwardly, optimizing the management of a REC translates into
an increase of the economic, environmental and social benefits of the
community.

For the reasons above, in recent years research efforts have moved
towards the development of methods to optimize the forecasting and
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the management of electrical energy features. Regarding REC, forecast-
ing concerns renewable generation [6] and power demand [7]. The goal
of forecasting is to predict the forthcoming values of a time series. In
the case of RECs, optimal control methods usually resort to sequence-
to-sequence forecasting, meaning that the predictive model receives
as input a sequence of one or more features, and returns a temporal
sequence of values of one or more of the features under investigation.

More in detail, a predictive model can be considered as a black-
box, white-box, or gray-box [8]. In black-box models, an Artificial
Intelligence (AI) model takes the features as input and directly re-
turns the optimal action that should be performed [9]; such models
often resort to Convolutional Neural Network (CNN) or Long Short-
Term Memory (LSTM) neural networks for the prediction. White-box
models are based on physical models that return an estimate of future
values based on physical data [10]; gray-box models merge white- and
black-box approaches [11].

With regards to the management of electrical energy systems, the
control can be applied to Energy Storage Systems (ESSs) or to deferrable
loads. In the former case, an ESS such as a rechargeable battery is
managed to pursue an optimum, whether it concerns the maximization
of economic function [12] or the reduction green-house gases emissions
[13]. In the latter case, the cumulative load of a set of consumers is
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adapted in such a way to reduce peak load, for example by generating
optimal electric vehicles charging scenarios [14].

In this framework, in our study we introduce a Time Delay Neural
Network (TDNN) for the sequence-to-sequence forecasting of electrical
energy features in a REC for prediction horizons length ranging from
15 min to 24 h. The TDNN achieves state-of-the-art performance in
terms of forecasting error, presenting a Mean Absolute Error (MAE) that
is smaller than those of the competitors we implemented and optimized
on the same dataset. MAE is defined as ∑𝑁

𝑡=1 |𝑒𝑡|∕𝑁 where 𝑒𝑡 is the
difference between a true and a predicted value at timestamp 𝑡, and

is the total number of timestamps considered. The predictions from
ach model are then passed to a newly introduced stochastic MPC algo-
ithm in order to maximize the income of the REC by compensating the
orecasting errors with a BESS. We prove that the stochastic algorithm
erforms better than a deterministic MPC algorithm. We refer to the
roposed method as a hybrid method, in the sense that it exploits the
redictions of a black-box AI model to feed a white-box mathematical
anagement model. Utilizing the proposed hybrid method, we were

ble to increase the income by 18.72% compared to not performing
prediction, meaning that the current load and generation values are

onsidered as predicted values. The income achieved corresponds to
6.73% of the maximum income achievable in the case of perfect
redictions, which are the predictions that the model would provide
f it had a forecasting error of 0 kW.

The main contributions of this paper are summarized as follows:

• A new hybrid AI method for efficient management of users de-
mand and photovoltaic generation uncertainties within a REC;

• Development and optimization of a TDNN able to predict the
future values of the electrical energy feature time series within
a REC: common services, aggregated load, and Photovoltaic (PV)
energy generation;

• Analysis of the performance of the TDNN compared with state-of-
the-art electrical energy forecasting methods;

• Development of a stochastic MPC method for the optimal man-
agement of RECs including ESSs;

• Investigation of the optimal length 𝑃𝐻 of the prediction horizon
to be given as input to the MPC algorithm in order to maximize
the income of the REC.

• Analysis of the relation between the forecasting accuracy and the
economical income of the REC.

The remainder of this paper is organized as follows: Section 1.1
rovides an insight on previous works and on the motivations for the
roposed method; Section 2 presents the methodology that has been
ollowed and the main assumptions that has been made; Section 3
resents the results of the predicted electrical energy features and of
he optimal control algorithms; Section 4 gathers the main conclusions
f the work.

.1. Background

REC is a legal entity introduced by the European Commission in its
egislation, representing a specific case of smart grid [3]. The energy
anagement of smart grids consists in a combination of methods and

trategies to improve performance, efficiency, and energy utilization of
he community [8]. In recent years, research made great efforts towards
he development of green solutions, ranging from systems capable
f forecasting future energy consumption and generation, to methods
iming to an optimal management of electrical energy resources in
esidential or industrial buildings provided with RES [8].

With regards to the forecasting of electrical energy features, studies
re mainly directed towards two features to be investigated, namely
nergy demand and RES generation. In the case of a REC, the former
efers to the amount of electrical energy that is consumed by the
ommunity members; the latter refers to the amount of green energy
2

hat is produced.
Koprinska et al. [15] proposed a CNN for the prediction of electric-
ity load and solar PV generation from previous data of the same features
gathered for two years from publicly available datasets of Australia,
Spain and Portugal [16]. CNNs are used extensively as they can learn
repeating features and patterns in the data automatically. The authors
evaluated the performance of different architectures and parameter
combinations on the validation test and selected the best one for each
dataset among them. All the optimal models presents two convolutional
layers with size 24 and 10, and Rectified Linear Unit (ReLU) activation
function with a dropout rate of 0.5 and a 5 × 1 kernel size. The train-
ing was done using the stochastic gradient descent backpropagation
algorithm and the Adam optimizer [17], minimizing the mean squared
error. The MAEs for a prediction horizon of 24 h achieved on the solar
dataset and on the three load datasets are 114.38 kW, 340.64 kW,
1884.86 kW, and 497.62 kW, corresponding to RMSEs of 153.91 kW,
476.9 kW, 2392.88 kW, and 642.52 kW, respectively.

Barzola-Monteses et al. [18] used an LSTM for the prediction of
building energy consumption. LSTM neural networks are particularly
suited for time-series problems where both long- and short-term depen-
dencies between input and output data exist. The model was tested on
two days of data collected from an institutional building in Ecuador.
The model presents an input window of size that takes the latest 8
timestamps of normalized data and 6 hidden units with hyperbolic tan-
gent activation function, while the output regression neuron presents
linear activation. The average MAE on a 5-minute prediction horizon
is 3.714 kW, corresponding to a 5.085 kW average RMSE.

Kim and Cho [19] put together the two previous approaches,
proposing a combined CNN-LSTM neural network to predict the indi-
vidual household electric energy consumption using two years of data
presented in the University of California machine learning repository
dataset [20]. The rationale of such a model lies in observing that the
CNN layer is able to extract relevant spatial and temporal features
from the input time series, and gives them as input to the LSTM layer
which provides a prediction based on their temporal relationship. The
model presents two initial convolutional layers with ReLU activation
function, 64 filters and a kernel size of 2 × 1, each followed by a
pooling layer; follows an LSTM layer with 64 units and two dense
layers with 32 and 60 neurons, respectively. The last layer provides
one predicted value for each minute of the coming hour (i.e., the
model has a maximum prediction horizon of 60 min), achieving MAE
of 0.3493 kW, corresponding to a Mean Absolute Percentage Error of
34.84% and to an RMSE of 0.6114 kW.

With regards to the methods that aim to manage RECs, two main
approaches can be adopted: ESS management and/or deferrable loads
management. In both cases, control can be centralized, meaning that
a single controller takes decisions for the whole community, or decen-
tralized, meaning that each member of the community can perform its
own optimal control.

Olivella-Rosell et al. [21] considered a community composed of
100 houses equipped with own RES and BESS. A centralized controller
operates on members’ BESSs to reduce the electricity bill of each
member in the case flexibility is required and in the case it is not.
The authors demonstrated that the optimal centralized control results
in bigger savings compared to the case of local optimal control by each
member.

Barone et al. [22] introduced a REC in which the members are
equipped with RES and own electric vehicles. The objective is to
optimize the consumption of the energy generated by the RESs by
managing the charge of the electric vehicles by means of smart me-
tering and smart charging. The community is paid by consuming the
energy generated by the RESs. The smart meters send information
to a controller about members’ power demand and RES generation.
The controller operates on the smart chargers, charging the electric
vehicles, in order to optimally exploit renewable generation.

Van Custem et al. [23] proposed a community with members having
RESs, BESSs, and/or thermal energy storage systems without any aggre-

gator. The goal of the REC is to optimize a common cost function by
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reaching all members’ consent. The distributed algorithm controlling
the community is based on blockchain technology to ensure a safe
communication between members. Each member interacts only with
the blockchain and shares its flexible resources with the community. In
a first step, the community plans an optimal profile of the aggregated
energy demand for the following day and communicates it to the
electric grid operator. Iteratively, each member optimizes its profiles
given the expected optimal profiles of the other members and shares
these information with the community. Each participant will adapt its
profiles based on others information in order to optimize the common
cost function.

Some works exist that propose a hybrid approach, i.e., that exploit
an AI model to enhance the management of smart communities based
on mathematical models. Wen et al. [24] presented a deep neural
network with two LSTM layers to forecast residential hourly energy
demand and the hourly PV energy output on aggregated power load
of 40 residential buildings in Austin, Texas, from a public dataset
containing one month of data [25]. The neural network takes as input
a combination of schedule variables, weather variables, and timescale
variable including hour of the day, day of the week, day of the month,
and month of the year. The predictions of the LSTM for the aggre-
gated demand and the PV production achieve a MAE of 2.365 kW
and 4.369 kW, respectively, and they are passed as input to a Par-
ticle Swarm Optimization algorithm to optimize the load dispatch
of grid-connected community microgrid, considering the uncertainties
of renewable energy resources and power load simultaneously. The
authors are thus able to generate scenarios for electric vehicles charging
and ESS management such that load peaks are shifted, and daily costs
are reduced by 8.97%.

Arkhangelski et al. [26] validated an Optimized Urban Microgrid
Energy Management algorithm using one year of consumed and PV
publicly available data gathered from a community in New England,
USA [27]. The exploited predictive LSTM neural network achieved
MAE of 16 kW and 8 kW for the one-day-ahead prediction of aggregated
demand and PV generation, respectively; its predictions are given as
input to the Energy Flow Management strategy to generate optimal
management scenarios for the REC.

1.2. Motivations

As described in the previous section, most works only focus on the
prediction of future electrical energy features, or exclusively on ESS or
power demand management. In this work, we propose an end-to-end
method to perform both tasks: the predictions from a neural network
are given as input to a MPC algorithm to optimize a cost function.

Although white-box physical models provide interpretable outcomes
extracted from physics-based equations, it has been proved that pre-
dictions from black-box models such as deep neural networks achieve
equal or better results in terms of prediction errors [28]. However,
the typical error measures utilized in energy forecasting tasks may not
necessarily reflect the economic value of reducing forecast errors [28].
Indeed, it has been calculated that a 1% reduction in load forecasting
prediction error, from a short-term unit commitment perspective, may
translate into saving hundreds of thousands to millions of dollars
annually [29].

For these reason, the presented hybrid AI method exploits accurate
predictions of the energy features from a neural network, and provides
a direct calculation of the amount of money that would be earned
by utilizing the proposed optimal management method. In addition,
the MAE is presented in terms of kW to provide an estimate of the
quality of the AI predictor. Also, a normalized measure of the MAE
with respect to the mean value of the test set is utilized, so that an
estimate can be made on the economic gain if the proposed method is
used on different communities. It is worth noting that the utilization of
a BESS to compensate forecasting errors guarantees community income
3

without burdens on the grid.
2. The hybrid AI optimal management method

The new hybrid AI optimal management method proposed in this
study presents an end-to-end approach that takes as input the recorded
energy features and outputs the maximized income that is returned
by the optimal management. The method is composed of two main
elements that are the AI forecasting TDNN and the stochastic MPC.
More in detail, the recorded energy features are preprocessed and
given as input to a TDNN for the forecasting of future values of such
features. These predictions are thus passed to a stochastic MPC for the
management of the BESS, and the maximized income is computed and
returned. A schematic representation of the hybrid method is shown
in Fig. 1. The following sections report a detailed description of the
data and its preprocessing, the TDNN used for prediction, and the REC
optimal management.

2.1. Data and preprocessing

The considered case-study is a publicly-available [30] aggregation
of 2 years of data of fifteen consumers equipped with a common
PV generation plant serving a common electrical load. The individual
consumption of each consumer was added to those of all the other
consumers, so that a single feature representing the aggregated en-
ergy demand was obtained. Similarly, the PV productions from single
sources were summed up to generate a unique feature. The load related
to the common energy demand was considered as a stand-alone feature,
due to its periodicity. In addition, each electrical energy feature time
series was manually coupled with 2 numerical-coded features, one
representing the day of the week (ranging from 1 to 7), and one rep-
resenting the timestamp of the day, following the 15-minute sampling
(thus ranging from 1 to 96). In practice, we considered 3 time series
of data with 3 features. Each feature was normalized separately using
z-score normalization.

2.2. Time delay neural network for prediction

The energy features included in the dataset utilized in this work
can be reduced to 3, namely aggregated load, total PV production,
and common services. In order to perform an optimal energy manage-
ment, it is fundamental to accurately predict such relevant features.
Straightforwardly, we propose a Time Delay Neural Network (TDNN)
for the prediction of future values of each of such features. A TDNN is
efficient for modeling long-term temporal contexts, indeed, its training
time is much shorter than state-of-the-art recurrent neural networks
such as LSTM [31]. In particular, we resort to a sequence-to-sequence
approach, i.e., the model takes as input a sequence including the past
𝑁 values, and returns as a prediction a sequence of 𝑃𝐻 future values,
where 𝑃𝐻 corresponds to a fixed prediction horizon, in timestamps.
We consider also the day of the week and the time of the day as input.
In general, after having fixed the size 𝑁 of the input window, i.e. the
mount of samples of the feature 𝐹 to take as input at time 𝑇 of a given

day of the week 𝐷, the sequence of predicted values �̂� of such a feature
is a vector that is a generic function of the aforementioned inputs:

�̂� = 𝑓 (𝐅, 𝐷, 𝑇 ) (1)

In this frame, the function 𝑓 varies depending on the choice of the
predictive model. Regardless of the selected model, fixed a timestamp
𝑡, the input feature vector 𝐅 is composed of a sequence of the values of
such a feature [𝐹 (𝑡−𝑁 +1),… , 𝐹 (𝑡)], whereas the input features 𝐷 and
𝑇 are each represented by a single value corresponding to the time and
day of the week in which the prediction is performed. In the case of
the proposed TDNN, the number if input delays translates into the size
of the input window, whereas no delays are considered on the hidden
layer. The vector of estimated values �̂� is eventually compared to the
observed values of the feature [𝐹 (𝑡+1),… , 𝐹 (𝑡+𝑃𝐻)] for performance

evaluation.
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Fig. 1. Pipeline of the proposed hybrid AI method for optimal energy management.
Each feature is predicted separately, i.e., three different models are
trained, each specialized in predicting only 1 out of the 3 features. The
proposed TDNN is composed of an input layer receiving a data window
of size 𝑁 , a hidden layer with a fixed number of hidden neurons, and
an output layer with 96 neurons, each corresponding to an element
of the predicted sequence. In other words, considering that data have
15-minute sampling, the network produces a numeric output for each
timestamp from 15 min to 24 h in the future.

During preliminary tests, we found a set of hyperparameters that
provided the most promising performance for each predictive model.
In detail, the learning rate is set to 10−2, all neurons present hyperbolic
tangent sigmoid transfer function, a regularization value of 0.3 is
selected, Scaled Conjugate Gradient is set as backpropagation method
[32], and the maximum number of epochs is set to 5000. Subsequently,
in order to detect the optimal combination of structural hyperparame-
ters, namely the size of the input window 𝑁 and the number of hidden
neurons, we performed a grid search of such parameters in the set
[4, 12, 24, 48, 96, 144, 180, 200, 220, 240, 260]; these values were
chosen both from preliminary tests and from works already present in
the literature. The grid search was performed separately for each of
energy load, production, and common services.

The dataset utilized in this work includes 2 years of monitoring. In
order to obtain an unbiased estimation of the predictive performance,
we first split the whole dataset into a discovery set, containing first 50%
of data, and a test set, containing the remaining data. The discovery
set was further split into training/validation set with 80%/20% ratio,
which was shuffled at every training epoch. All features underwent
z-score normalization based on the values of mean and standard devia-
tion computed on the training set, before having been fed to the neural
networks.

Each model was trained on the training set, whereas performance
was evaluated on the validation set. The validation performance was
constantly monitored during training for early stopping, in order to
avoid overfitting. The best combination for each model according to
the validation performance was finally tested for the prediction of all
the 3 components, and the best performing was chosen as presented
configuration. The training was thus repeated on the whole discovery
set, and the performance was evaluated on the test set.

2.3. Renewable energy community optimal management

The schematic architecture of the considered REC is shown in
Fig. 2. The REC is composed by a PV power plant and a BESS owned
by the community and serving a group of residential buildings (the
community members) and a common load. Links in Fig. 2 do not
necessarily compose an actual electrical network since, according to the
European directive REDII [33], the energy exchange within a REC can
be virtual, with the unique condition that RESs and consumers are in
the same network area. How such an area is defined is still an opened
item. According to Italian transposition of the European directive IEM
[34], all RECs resources and members should be connected under the
same HV/MV substation. The scheme proposed in Fig. 2 is not the
only one possible; however, it can represent several typical scenarios.
For example, this can be the situation of a condominium with a PV
generator on the roof and a common load (e.g. stairs lights), but also
an area of a town where a large private prosumer (e.g. mall) or a large
community prosumer (e.g. a school, the city hall, etc.) shares its RES
generation with the other little consumers.
4

2.3.1. System model
In this subsection, the models adopted for each system component

are presented. In all the following equations, 𝑡 indicates the discrete-
time with a sampling time 𝛥=15min and the reported powers are
considered as mean values within the sampling time interval.

RES. The total power generated by RES is indicated with 𝑃 𝑟𝑒𝑠𝑡 , whereas
𝑃 𝑐𝑡 indicates the curtailment, which must be such that

0 ≤ 𝑃 𝑐𝑡 ≤ 𝑃 𝑟𝑒𝑠𝑡 ∀𝑡. (2)

Connection with the main grid. During the quarter of hour 𝑡, the REC
common property can export power 𝑃 𝑒𝑡 or import power 𝑃 𝑖𝑡 from the
main grid. Therefore, it results that:

0 ≤ 𝑃 𝑒𝑡 ≤ 𝑃 𝑔𝑚𝑎𝑥𝛿
𝑔
𝑡 ∀𝑡, (3)

0 ≤ 𝑃 𝑖𝑡 ≤ 𝑃 𝑔𝑚𝑎𝑥
(

1 − 𝛿𝑔𝑡
)

∀𝑡, (4)

𝑃 𝑔𝑡 = 𝑃 𝑒𝑡 − 𝑃 𝑖𝑡 ∀𝑡, (5)

where: 𝑃 𝑔𝑡 is the power that the REC exchange with the grid; 𝑃 𝑔𝑚𝑎𝑥 is
the maximum power that the REC can exchange with the grid and 𝛿𝑔𝑡
is a binary variable, that determines if the REC common property is
importing (𝛿𝑔𝑡 = 1) or exporting (𝛿𝑔𝑡 = 0) power.

BESS. The BESS is able to absorb power increasing its SoC and to
generate power decreasing its SoC. The evolution of the SoC over time
is described by the following equation:

𝑆𝑜𝐶𝑡+1 = 𝑆𝑜𝐶𝑡 +
𝛥
𝐸

(

𝜂𝑐ℎ𝑃 𝑐ℎ𝑡 + 1
𝜂𝑑𝑠𝑐

𝑃 𝑑𝑠𝑐𝑡

)

∀𝑡, (6)

𝑆𝑜𝐶𝑚𝑖𝑛 ≤ 𝑆𝑜𝐶𝑡 ≤ 𝑆𝑜𝐶𝑚𝑎𝑥 ∀𝑡, (7)

where: 𝑆𝑜𝐶𝑡 is the current SoC of the BESS; 𝜂𝑐ℎ and 𝜂𝑑𝑠𝑐 are the efficien-
cies of the BESS when increasing and decreasing its SoC, respectively;
𝐸 is the BESS capacity. The following constraints set the functioning of
the BESS:

0 ≤ 𝑃 𝑐ℎ𝑡 ≤ 𝑃 𝑐ℎ𝑚𝑎𝑥𝛿
𝑏
𝑡 ∀𝑡, (8)

𝑃 𝑑𝑠𝑐𝑚𝑖𝑛
(

1 − 𝛿𝑏𝑡
)

≤ 𝑃 𝑑𝑠𝑐𝑡 ≤ 0 ∀𝑡, (9)

where: 𝑃 𝑐ℎ𝑚𝑎𝑥 ≥ 0 is the maximum power that the BESS can absorb;
𝑃 𝑑𝑠𝑐𝑚𝑖𝑛 ≤ 0 is the maximum power, in absolute value, that the BESS can
generate and 𝛿𝑐ℎ𝑡 and 𝛿𝑑𝑠𝑐𝑡 are binary variables. Finally, in order to limit
the number of cycles of charge and discharge, the following constraints
can be set:

𝛥𝜂𝑐ℎ

𝐸

𝑃𝐻−1
∑

𝑘=0
𝑃 𝑐ℎ𝑡+𝑘 ≤ 𝛼 ∀𝑡, (10)

− 𝛥
𝜂𝑑𝑠𝑐𝐸

𝑃𝐻−1
∑

𝑘=0
𝑃 𝑑𝑠𝑐𝑡+𝑘 ≤ 𝛼 ∀𝑡, (11)

where 𝛼 is a constant parameter whose value corresponds to the maxi-
mum number of charge and discharge cycles that can be done over the
Prediction Horizon (PH).

REC. According to Italian transposition of the European directives IEM
[34] and RED II [33], a REC is paid for the renewable energy sold
to the market, as usual, and for the renewable energy shared within
the community. Referring to the scheme in Fig. 2, the ‘‘shared’’ energy
is defined as the portion of the exported renewable energy 𝛥 ⋅ 𝑃 𝑒𝑡 ,
consumed by the REC members within the same time interval. More
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Fig. 2. REC architecture.
formally, the shared energy 𝛥 ⋅ 𝑃 𝑠ℎ𝑡 in the quarter of hour 𝑡 is defined
as the minimum between the energy exported by the manager and
the energy consumed by the members of the REC. Therefore, it has to
result:

𝑃 𝑠ℎ𝑡 = min
(

𝑃 𝑒𝑡 , 𝑃
𝑙
𝑡
)

∀𝑡, (12)

where 𝑃 𝑠ℎ𝑡 and 𝑃 𝑙𝑡 are the shared power and the expected aggregated
power demand of the residential buildings at timestamp 𝑡, respectively.
According to the REC economical return (18), introduced below, both
𝑃 𝑠ℎ𝑡 and 𝑃 𝑒𝑡 will be maximized and (12) can be rewritten with the
following inequalities:

𝑃 𝑠ℎ𝑡 ≥ 0 ∀𝑡, (13)

𝑃 𝑠ℎ𝑡 ≤ 𝑃 𝑒𝑡 ∀𝑡, (14)

𝑃 𝑠ℎ𝑡 ≤ 𝑃 𝑙𝑡 ∀𝑡. (15)

Finally, in a REC the power to charge the BESS has to be green,
therefore it has to be:

𝑃 𝑐ℎ𝑡 ≤ 𝑃 𝑟𝑒𝑠𝑡 − 𝑃 𝑐𝑡 ∀𝑡, (16)

where 𝑃 𝑟𝑒𝑠𝑡 is the expected power generated by the RES in the quarter
of hour 𝑡.

Power balance, operational costs and available data. During the opera-
tions, the following power balance has to be matched:

𝑃 𝑟𝑒𝑠𝑡 + 𝑃 𝑖𝑡 = 𝑃 𝑐ℎ𝑡 + 𝑃 𝑑𝑠𝑐𝑡 + 𝑃 𝑒𝑡 + 𝑃 𝑐𝑡 + 𝑃 𝑐𝑙𝑡 ∀𝑡, (17)

where: 𝑃 𝑐𝑙𝑡 is the expected common power demand during the quarter
of hour 𝑡. The REC economic return is:

𝐽𝑡 = 𝛥
(

(𝑐𝑚 + 𝑐𝑟)𝑃 𝑠ℎ𝑡 + 𝑐𝑒𝑡
(

𝑃 𝑒𝑡 − 𝑃 𝑖𝑡
)

− 𝑐𝑐𝑃 𝑐𝑡
)

∀𝑡, (18)

where: 𝑐𝑒𝑡 is the energy sell-back price; 𝑐𝑐 is a penalty on the curtailed
green energy; 𝑐𝑚 is an incentive bestowed by the Italian Ministry of
Economic Development (MISE) and 𝑐𝑟 is the restitution of grid charges
since the shared consumed power does not burden on the grid [5].
The objective of the paper is to maximize the REC economical return,
assuming that at timestamp 𝑡, given the prediction horizon of length
𝑃𝐻 , the following data are available:

• a predicted profile of RES generation {𝑃 𝑟𝑒𝑠𝑡+𝑘}
𝑃𝐻−1
𝑘=0 with an associ-

ated vector of forecasting error variance {𝜓𝑟𝑒𝑠 }𝑃𝐻−1;
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𝑡+𝑘 𝑘=0
• two predicted profiles of power demands {𝑃 𝑐𝑙𝑡+𝑘}
𝑃𝐻−1
𝑘=0 and

{𝑃 𝑙𝑡+𝑘}
𝑃𝐻−1
𝑘=0 , both with their vectors of forecasting error variance

{𝜓𝑐𝑙𝑡+𝑘}
𝑃𝐻−1
𝑘=0 and {𝜓 𝑙𝑡+𝑘}

𝑃𝐻−1
𝑘=0 ;

• the current SoC, 𝑆𝑜𝐶𝑡;
• all energy prices from timestamp 𝑡 to timestamp 𝑡 + 𝑃𝐻 − 1.

2.3.2. Optimal management algorithms
In this section, we introduce two algorithms for the optimal manage-

ment of the REC. Both control algorithms perform the REC management
according to the available information listed above. The decision pro-
cess at any timestamp 𝑡 is shown in Fig. 3: the Neural Network collects
the last measurements from the REC components and computes the
updated forecasts; using these forecasts, together with the current BESS
SoC and the energy prices, the MPC controller determines the BESS
power exchange set-points, 𝑃 𝑐ℎ𝑡 and 𝑃 𝑖𝑡 .

The first algorithm is a deterministic MPC in which the forecast
errors are not taken into account during optimization. In this case,
during operation, forecast errors are compensated by varying the power
exchange with the main grid. The second algorithm is a stochastic MPC
that takes into account the probability of incurring in forecasting errors
during optimization. In this other case, during operation forecast errors
are compensated by modifying the BESS power exchange.

At the quarter of hour 𝑡, we will indicate with 𝑘 = 0, 1,… , 𝑃𝐻 − 1
the time sequence 𝑡, 𝑡 + 1,… , 𝑡 + 𝑃𝐻 − 1.

Deterministic algorithm. The optimal management algorithm is based
on the technique of MPC. This control method applies the so-called
receding horizon principle, that consists, for our specific case, in the
following steps to be repeated at any considered timestamp 𝑡 (recalling
that 𝑘 = 0, 1,… , 𝑃𝐻−1 indicates the time sequence 𝑡, 𝑡+1,… , 𝑡+𝑃𝐻−1):

• solve the following Mixed Integer Linear Problem (MILP)

max
{𝑈𝑘}

𝑃𝐻−1
∑

𝑘=0
𝐽𝑘

𝑈𝑘 =
[

𝑃 𝑖𝑘, 𝑃
𝑒
𝑘 , 𝑃

𝑐ℎ
𝑘 , 𝑃 𝑑𝑠𝑐𝑘 , 𝑃 𝑐𝑘 , 𝛿

𝑔
𝑘 , 𝛿

𝑏
𝑘
]⊤

(19)

subject to (2)–(11) and (13)–(17), over a finite PH (0, 1,… , 𝑃𝐻 −
1), obtaining an optimal control trajectory {𝑈∗

𝑘 }
𝑡+𝑃𝐻−1
𝑘=𝑡 as a result;

• apply only the first element of the optimal control trajectory
∗ 𝑡+𝑃𝐻−1
{𝑈𝑘 }𝑘=𝑡 .
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Fig. 3. Decision framework.
In this way, the control decision is computed at any considered times-
tamp 𝑡 according to updated measurements of the system state and to
updated forecasts. This guarantees a quite robust control with respect to
modeling and forecasting errors. In fact, the receding horizon principle
allows to make MPC a closed-loop control method, since controls are
computed based on the feedback coming from the system measure-
ments. Furthermore, by applying only the first element of the optimal
control trajectory {𝑈∗

𝑘 }
𝑡+𝑃𝐻−1
𝑘=𝑡 it is possible, at any timestamp 𝑡 and

before performing the optimal control, to correct the forecasting errors
that have been made at the previous timestamp 𝑡 − 1. This is done by
changing the values of the power exchanged by the REC with the main
grid.

Let us indicate with 𝑃 𝑟𝑒𝑠𝑡 , 𝑃 𝑐𝑙𝑡 and 𝑃 𝑙𝑡 the real value of the power
generated by the RES, the real common power demand and the real
aggregated power demand respectively. Since the power balance in (17)
has to be always satisfied, it results:

𝑃 𝑖𝑡 = max
(

0, 𝑃 𝑐ℎ𝑡 + 𝑃 𝑑𝑠𝑐𝑡 + 𝑃 𝑐𝑡 + 𝑃 𝑐𝑙𝑡 − 𝑃 𝑟𝑒𝑠𝑡
)

∀𝑡, (20)

𝑃 𝑒𝑡 = max
(

0,−𝑃 𝑐ℎ𝑡 − 𝑃 𝑑𝑠𝑐𝑡 − 𝑃 𝑐𝑡 − 𝑃 𝑐𝑙𝑡 + 𝑃 𝑟𝑒𝑠𝑡
)

∀𝑡, (21)

where 𝑃 𝑖𝑡 and 𝑃 𝑒𝑡 are the actual powers that the REC imports and
exports, respectively. Therefore the actual shared power between the
community members 𝑃 𝑠ℎ𝑡 at time 𝑡 is:

𝑃 𝑠ℎ𝑡 = min
(

𝑃 𝑒𝑡 , 𝑃
𝑙
𝑡
)

∀𝑡, (22)

and the REC actual income at time 𝑡 is:

𝐽𝑡 = 𝛥
(

(𝑐𝑚 + 𝑐𝑟)𝑃 𝑠ℎ𝑡 + 𝑐𝑒𝑡
(

𝑃 𝑒𝑡 − 𝑃 𝑖𝑡
)

− 𝑐𝑐𝑃 𝑐𝑡
)

∀𝑡. (23)

Stochastic algorithm. In this section, we propose the stochastic MPC
algorithm to perform the optimal management of the operations at each
timestamp 𝑡, given the available information.

To cope with the uncertainties in RES generation and power de-
mands forecasts, the manager of the REC can control the BESS to
guarantee a sufficient energy reserve. In order to evaluate the potential
energy reserve that can be provided by the BESS during the quarter of
hour 𝑡, the maximal positive and negative variations of the charging
and discharging power are introduced, namely 𝛥𝑃

𝑐ℎ
𝑘 ≥ 0, 𝛥𝑃

𝑑𝑠𝑐
𝑘 ≥ 0,

𝛥𝑃 𝑐ℎ𝑘 ≤ 0 and 𝛥𝑃 𝑑𝑠𝑐𝑘 ≤ 0. When applied, these variations will result in
two deviations of the BESS power profile, 𝑃 𝑏𝑘 = 𝑃 𝑐ℎ𝑘 + 𝑃 𝑑𝑠𝑐𝑘 , a positive
one and a negative one:

𝛥𝑃
𝑏
𝑘 = 𝛥𝑃

𝑐ℎ
𝑘 + 𝛥𝑃

𝑑𝑠𝑐
𝑘 ∀𝑘 ∈ [0, 𝑃𝐻 − 1], (24)

𝛥𝑃 𝑏𝑘 = 𝛥𝑃 𝑐ℎ𝑘 + 𝛥𝑃 𝑑𝑠𝑐𝑘 ∀𝑘 ∈ [0, 𝑃𝐻 − 1], (25)

which can be used to stem the consequences of forecasting errors. Given
the maximal variations of BESS power profile, the maximal positive and
negative deviations from the SoC profile, namely 𝑆𝑜𝐶𝑘 and 𝑆𝑜𝐶𝑘, are
∀𝑘 ∈ [0, 𝑃𝐻 − 1]:

𝑆𝑜𝐶𝑘 = 𝑆𝑜𝐶𝑘−1 +
𝛥
𝐸

(

𝜂𝑐ℎ
(

𝑃 𝑐ℎ𝑘 + 𝛥𝑃
𝑐ℎ
𝑘

)

+ 𝜂𝑑𝑠𝑐
(

𝑃 𝑑𝑠𝑐𝑘 + 𝛥𝑃
𝑑𝑠𝑐
𝑘

))

, (26)

𝑆𝑜𝐶𝑘 = 𝑆𝑜𝐶𝑘−1 +
𝛥
𝐸

(

𝜂𝑐ℎ
(

𝑃 𝑐ℎ𝑘 + 𝛥𝑃 𝑐ℎ𝑘
)

+ 𝜂𝑑𝑠𝑐
(

𝑃 𝑑𝑠𝑐𝑘 + 𝛥𝑃 𝑑𝑠𝑐𝑘
))

. (27)
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The profiles in (26) and (27) are completed by the following con-
straints and initial conditions:

0 ≤ 𝑃 𝑐ℎ𝑘 + 𝛥𝑃
𝑐ℎ
𝑘 ≤ 𝑃 𝑐ℎ𝑚𝑎𝑥𝛿

𝑏
𝑘 ∀𝑘 ∈ [0, 𝑃𝐻 − 1] (28)

0 ≤ 𝑃 𝑐ℎ𝑘 + 𝛥𝑃 𝑐ℎ𝑘 ≤ 𝑃 𝑐ℎ𝑚𝑎𝑥𝛿
𝑏
𝑘 ∀𝑘 ∈ [0, 𝑃𝐻 − 1] (29)

𝑃 𝑑𝑠𝑐𝑚𝑎𝑥

(

1 − 𝛿
𝑏
𝑘

)

≤ 𝑃 𝑑𝑠𝑐𝑘 + 𝛥𝑃
𝑑𝑠𝑐
𝑘 ≤ 0 ∀𝑘 ∈ [0, 𝑃𝐻 − 1] (30)

𝑃 𝑑𝑠𝑐𝑚𝑎𝑥

(

1 − 𝛿
𝑏
𝑘

)

≤ 𝑃 𝑑𝑠𝑐𝑘 + 𝛥𝑃 𝑑𝑠𝑐𝑘 ≤ 0 ∀𝑘 ∈ [0, 𝑃𝐻 − 1] (31)

𝛿𝑐ℎ𝑘 + 𝛿𝑑𝑠𝑐𝑘 ≤ 1 ∀𝑘 ∈ [0, 𝑃𝐻 − 1] (32)

𝑆𝑜𝐶𝑘 ≤ 𝑆𝑜𝐶𝑚𝑎𝑥 ∀𝑘 ∈ [0, 𝑃𝐻 − 1] (33)

𝑆𝑜𝐶𝑘 ≥ 𝑆𝑜𝐶𝑚𝑖𝑛 ∀𝑘 ∈ [0, 𝑃𝐻 − 1] (34)

𝛥𝑃
𝑐ℎ
𝑘 + 𝛥𝑃

𝑑𝑠𝑐
𝑘 ≥ 𝜎𝑏𝑘𝜃𝑘 ∀𝑘 ∈ [0, 𝑃𝐻 − 1] (35)

𝛥𝑃 𝑐ℎ𝑘 + 𝛥𝑃 𝑑𝑠𝑐𝑘 ≤ −𝜎𝑏𝑘𝜃𝑘 ∀𝑘 ∈ [0, 𝑃𝐻 − 1] (36)

𝑆𝑜𝐶0 = 𝑆𝑜𝐶𝑡−1 (37)

𝑆𝑜𝐶0 = 𝑆𝑜𝐶𝑡−1 (38)

where 𝛿
𝑏
𝑘 and 𝛿𝑏𝑘 are binary variables that identifies the charge and

discharge activation states for the two SoC trajectories. 𝜃𝑘 and 𝜎𝑏𝑘 are
defined as it follows:

𝜃𝑘 =
√

2erf−1(1 − 2𝛽𝑘) 𝜎𝑏𝑘 =
𝑘
∑

𝑗=0

(

√

𝜓𝑟𝑒𝑠𝑗 + 𝜓𝑐𝑙𝑗 + 𝜓 𝑙𝑗

)

.

where 𝛽𝑘 is the reliability involving the chance constraints. The number
of charge and discharge cycles are limited as it follows:

𝛥𝜂𝑐ℎ

𝐸

𝑃𝐻−1
∑

𝑘=0

(

𝑃 𝑐ℎ𝑘 + 𝛥𝑃
𝑐ℎ
𝑘

)

≤ 𝛼 ∀𝑘 ∈ [0, 𝑃𝐻 − 1], (39)

− 𝛥
𝜂𝑑𝑠𝑐𝐸

𝑃𝐻−1
∑

𝑘=0

(

𝑃 𝑑𝑠𝑐𝑘 + 𝛥𝑃 𝑑𝑠𝑐𝑘
)

≤ 𝛼 ∀𝑘 ∈ [0, 𝑃𝐻 − 1]. (40)

The problem to be solved at each timestamp 𝑡 is the following:

max
{𝑈𝑘}

𝑃𝐻−1
∑

𝑘=0
𝐽𝑘

𝑈𝑘 =
[

𝑃 𝑖𝑘, 𝑃
𝑒
𝑘 , 𝑃

𝑐ℎ
𝑘 , 𝑃 𝑑𝑠𝑐𝑘 , 𝑃 𝑐𝑘 , 𝛥𝑃

𝑐ℎ
𝑘 , 𝛥𝑃

𝑐ℎ
𝑘 , 𝛥𝑃

𝑑𝑠𝑐
𝑘 , 𝛥𝑃 𝑑𝑠𝑐𝑘 , 𝛿𝑔𝑘 , 𝛿

𝑏
𝑘, 𝛿

𝑏
𝑘, 𝛿

𝑏
𝑘

]⊤
(41)

subject to (2)–(4), (8), (9), (13)–(17), (24)–(40), over a finite PH
(0, 1,… , 𝑃𝐻 − 1), obtaining an optimal control trajectory {𝑈∗

𝑘 }
𝑡+𝑃𝐻−1
𝑘=𝑡

as a result. Only the first element of the optimal control trajectory
{𝑈∗

𝑘 }
𝑡+𝑃𝐻−1
𝑘=𝑡 is applied and forecasts errors are corrected by changing

the output powers of the BESS, exploiting the reserve energies that the
algorithm has granted. Therefore, by (17) it has to be:

𝑃 𝑐ℎ𝑡 = max
(

0, 𝑃 𝑖𝑡 − 𝑃
𝑒
𝑡 − 𝑃 𝑐𝑡 − 𝑃 𝑐𝑙𝑡 + 𝑃 𝑟𝑒𝑠𝑡

)

∀𝑡, (42)

𝑃 𝑑𝑠𝑐𝑡 = min
(

0, 𝑃 𝑖𝑡 − 𝑃
𝑒
𝑡 − 𝑃 𝑐𝑡 − 𝑃 𝑐𝑙𝑡 + 𝑃 𝑟𝑒𝑠𝑡

)

∀𝑡, (43)
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Table 1
Results of the optimal configurations of the proposed model, based on different size of the input window (Input dim.) and
number of hidden neurons (Nr. hidden). The results on the test set are reported in terms of MAE [kW] for prediction horizons
of 15 min, 1, 12, 18 and 24 h, together with the average MAE over all the prediction horizons, and the corresponding average
NMAE.

Input dim. Nr. hidden 15 min 1 h 12 h 18 h 24 h Mean MAE Mean NMAE

PV generation
4 96 1.650 2.450 5.450 5.200 3.350 4.700 0.612
180 200 1.550 2.000 3.600 2.950 3.600 2.850 0.376
200 200 1.600 2.000 2.950 3.600 2.950 2.850 0.369
240 260 1.550 1.450 1.400 1.500 1.600 1.500 0.066

Aggregated demand
4 96 1.743 2.039 2.113 2.113 2.150 2.113 0.178
180 200 1.743 2.076 2.113 2.150 2.187 2.150 0.181
200 200 1.743 2.039 2.113 2.187 2.150 2.150 0.180
240 260 1.743 2.039 2.113 2.113 2.150 2.113 0.178

Common Services
4 96 0.240 0.480 0.530 0.490 0.430 0.540 0.119
180 200 0.260 0.270 0.290 0.300 0.290 0.290 0.065
200 200 0.270 0.280 0.280 0.280 0.300 0.290 0.063
240 260 0.310 0.290 0.290 0.300 0.320 0.300 0.065
v

where 𝑃 𝑐ℎ𝑡 and 𝑃 𝑑𝑠𝑐𝑡 are the actual charge and discharge powers of the
BESS, respectively. The actual expression of SoC will be:

𝑆𝑜𝐶𝑡+1 = 𝑆𝑜𝐶𝑡 +
𝛥
𝐸

(

𝜂𝑐ℎ𝑃 𝑐ℎ𝑡 + 1
𝜂𝑑𝑠𝑐

𝑃 𝑑𝑠𝑐𝑡

)

∀𝑡. (44)

3. Results and discussion

In this section, we present the results of the optimization of the pro-
posed TDNN model and of the competitors, together with the prediction
errors they achieve for different prediction horizons. Then, we present
and discuss how these results translate into income due to the stochastic
MPC.

3.1. Results of the predictive AI model

A grid search was performed to determine the optimal TDNN model
structural hyperparameters. During the training phase, the models
were trained to minimize the MAE. Nonetheless, since in this work
we are addressing a sequence-to-sequence regression problem, it is
not straightforward to determine what evaluation metric should be
taken into account to compare models between each other, because a
performance can be computed for each prediction horizon during the
evaluation phase on the validation set. Consequently, we chose to take
into account the configurations that resulted in the best performance
for the shortest (15 min), a short-term (1 h), two intermediate (12 and
18 h), the longest (24 h), and the average of all the 96 considered
prediction horizons. In this way, a subset of possible best configurations
was identified for each of PV production, aggregated demand, and
common services. It is worth noting that some configurations resulted
to perform best for different sets of data or prediction horizons. Finally,
all the possible best configurations were trained from scratch on each
set of data, and tested on community for energy management.

Table 1 reports the results on the test set of the best combina-
tions of parameters resulted from the grid searches for each of energy
production, demand, and common services. The results are reported
for different prediction horizons, and the average MAE for all the
prediction horizons is shown for any of the sets of data considered. In
addition, we reported the average Normalized MAE (NMAE) over all
the prediction horizons for each configuration, defined as 𝑁𝑀𝐴𝐸 =
𝑀𝐴𝐸∕�̄�, where �̄� is the mean value of the ground-truth sequence
with respect to which the 𝑀𝐴𝐸 is normalized, i.e. the evaluation set.
This latter metric provides an immediate insight on the magnitude
of the prediction error, as it is scaled to the magnitude of the data
under consideration, and thus allows to compare the prediction results
of different features although they have different magnitude, and to
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compare the proposed model to others in the literature that performed
tests on different datasets from ours. The predictions generated from
each of the configurations presented in Table 1 were finally given as
input to REC. It is worth noting how the best performance is achieved
for the common services, with regards to both the absolute error and its
normalized version. This may be due to the regularity and periodicity
of such a feature, which presents small variations in the short term, and
between one day and the following. The TDNN configurations including
a larger number of hidden neurons and wider input windows perform
better; the predictions from different configurations are statistically
different (taken any couple of prediction sequences, paired T-test 𝑝-
alue ≤ 10−4). With regards to the aggregated energy demand, taking

into account the NMAE, it results to be the most difficult feature to
predict accurately; this may be due to sudden variation in the single
demand that make the pattern less regular. No TDNN configuration
performs clearly better than the others on this specific task; indeed,
according to a paired T-test, these predictions are not statistically
different. With regards to the PV generation, the prediction strongly
benefits from a larger size of the input window (240 timestamps) and a
bigger number (200) of hidden neurons. The predictions from different
configurations are statistically different (taken any couple of prediction
sequences, paired T-test 𝑝-value ≤ 10−4). Although this behavior is not
clearly observed for other features, the combination of an input window
of 240 timestamps and 200 hidden neurons always provides results that
are close to the best result for each feature.

3.1.1. Results of the predictions of the competitors
In order to compare the performance of the proposed model to other

state-of-the-art neural networks for time series and for energy load fore-
casting, we implemented and optimized several other competitors. For
each of them, we used the same fixed hyperparameters and repeated
the same grid search procedure performed for the proposed TDNN,
including the normalization step. We utilized for all the competitors
the same training/validation/test set split considered for the proposed
model. To avoid overfitting, a regularization value of 0.3 was used
along with early stopping techniques based on the validation set per-
formance. Where possible, we investigated the same range of structural
hyperparameters. The optimal set of parameters was identified for
each model; these combinations were tested on the test set and their
predictions were given as input to REC. The investigated competitors
and their optimal configurations are s follows:

• An LSTM recurrent neural network with 1 hidden layer (LSTM1).
The size of the input window and the number of nodes were the
same tested for the TDNN. One configuration resulted the best for
any test. It has an input window of size 96 (i.e. the latest 24 h of

data) while the optimal number of hidden units is 180.
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Table 2
Results of the optimal configurations of the competitors. The results on the test set are reported in terms of MAE [kW] for
prediction horizons of 15 min, 1, 12, 18 and 24 h, together with the average MAE of all the prediction horizons, and the
respective average NMAE.

Model and configuration 15 min 1 h 12 h 18 h 24 h Mean MAE Mean NMAE

PV generation
LSTM1 (96-180) 4.650 4.650 4.650 4.650 4.650 4.650 0.604
LSTM2 (96-200) 4.800 4.800 4.750 4.800 4.800 4.800 0.612
biLSTM (96-200) 4.800 4.750 4.800 4.750 4.800 4.750 0.618
CNN–LSTM (96-2 × 1-32-48) 6.300 6.200 6.300 6.250 6.250 6.350 0.921
CNN–LSTM (96-2 × 1-64-64) 5.645 6.060 6.450 8.745 5.815 7.115 0.927

Aggregated demand
LSTM1 (96-180) 2.410 2.410 2.410 2.410 2.410 2.410 0.204
LSTM2 (96-200) 2.336 2.336 2.299 2.299 2.336 2.336 0.196
biLSTM (96-200) 2.410 2.410 2.410 2.410 2.410 2.410 0.203
CNN–LSTM (96-2 × 1-32-48) 3.077 3.077 3.077 3.077 3.077 3.151 1.020
CNN–LSTM (96-2 × 1-64-64) 3.559 3.726 3.659 3.548 3.467 3.926 0.331

Common Services
LSTM1 (96-180) 0.510 0.560 0.580 0.620 0.570 0.550 0.121
LSTM2 (96-200) 0.440 0.450 0.450 0.440 0.440 0.450 0.098
biLSTM (96-200) 0.450 0.450 0.440 0.450 0.440 0.450 0.098
CNN–LSTM (96-2 × 1-32-48) 1.300 4.530 4.530 1.580 1.300 1.610 0.357
CNN–LSTM (96-2 × 1-64-64) 1.342 1.145 1.465 1.537 1.411 1.649 0.364
a
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• An LSTM with 2 hidden layers (LSTM2). The first hidden layer
presents double the number of nodes of the second layer; the
range of values investigated for the input window and the number
of nodes in the second hidden layer are the same of the TDNN.
This model was presented in [35]. The configuration with an
input window of 96 timestamps resulted the best for any test,
having 200 hidden units.

• An LSTM with one hidden layer and bidirectional connections
(biLSTM). The size of the input window and the number of nodes
are the same tested with the TDNN. An input window of 96
timestamps resulted the best in any test. The best choices for the
hidden units is 200.

• A CNN–LSTM neural network with two 2D-convolutional layers
followed by one LSTM layer and a dense layer with 32 neurons.
The size of the input window and the number of LSTM nodes are
the same tested for the TDNN; the number of convolutional filters
tested for both the convolutional layers is in the range [2, 5, 10,
32, 64, 128]. The configuration that performed best in any test
has an input window size of 96 and size 2 × 1 for 32 convolutional
filters, followed by 48 LSTM cells. This model was presented in
[19], and achieves state-of-the-art performance for a PH of one
hour; straightforwardly, we also implemented the configuration
they proposed, which is composed of 64 convolutional filters and
64 LSTM units.

The results achieved by all the considered configurations of the
ompetitors are reported in Table 2. Taking into account the NMAE,
t can be observed that, similarly to the TDNN, the best performance
s achieved for the prediction of the common services, followed by
he aggregated demand, whereas the PV generation results in larger
rrors. It is worth noting that the LSTM2 with the 96–200 configuration
chieves, on average, the best prediction results between the competi-
ors; nonetheless, all the competitors produce predictions that are worse
han those of the proposed TDNN. In particular, the best predictions
or PV generation are considerably worse than those produced by the
DNN (MAE of 4.65 kW vs 1.5 kW). Interestingly, the LSTM1, LSTM2,
nd biLSTM models always achieve better performance than the CNN–
STM models. This may be due to the long prediction horizons taken
nto account in this study, while the CNN–LSTM model proved to be
articularly effective when considering PHs of 60 min or less [19].

.2. Optimal management results

The considered case-study is an aggregation of fifteen consumers
quipped with a common PV generation plant serving a common elec-
8

rical load. This system was supposed to be established as a REC located r
in Italy undergoing Italian regulation [5]. The general parameters of
the REC are reported in Table 3. Data of common power demand 𝑃 𝑐𝑙,
ggregated power demand 𝑃 𝑙 and PV generation 𝑃 𝑟𝑒𝑠 were taken from
30]. In particular, the effective reported power demand profiles of
𝑐𝑙 and 𝑃 𝑙 were considered, while the PV generation was increased

n nominal power with respect to reference values.
All the forecasting methods were tested on both the algorithms

resented in Section 2.3.2. Furthermore, the above mentioned forecast-
ng methods were compared with the cases in which the predictions
sed in the optimal algorithms were 100% correct, called ‘‘ORACLE’’
ethod, and in which the predictions used were fake, called ‘‘NO-
RED’’ method. In particular, in the latter the predictions used for
he PV generation, the common power demand and the aggregated
ower demand at time 𝑡 are constant vectors of the corresponding data
t time 𝑡 − 1. Actually, the control algorithms implemented for this
rediction method are both deterministic MPC because the forecasting
rror variances would result in a value of 𝜎𝑏𝑘 too high to perform the
tochastic MPC. For the ‘‘NO-PRED’’ prediction method, the results in
able 4 refers to the deterministic MPC described in Section 2.3.2,

nstead the results in Table 5 refers to the same deterministic MPC, but
orrecting the forecasting errors with the BESS; that is the deterministic
PC in Section 2.3.2 substituting (20)–(21) with (42)–(43).

The performance of the algorithms were tested on 30 days of
imulation, from the midnight of July the 4th 2019 to the midnight
f August the 3rd 2019. The reliability parameter 𝛽𝑘 is not a constant
alue; in this application we considered a reliability that increases
uring the prediction horizon. Since it is that the smaller 𝛽𝑘, the higher
𝑘, the uncertainties on far predictions are less weighted. The adopted
alues of 𝛽𝑘 are:

• 0.025 for 𝑘 ∈ [0, 3];
• 0.05 for 𝑘 ∈ [4, 7];
• 0.075 for 𝑘 ∈ [8, 11];
• 0.1 for 𝑘 ∈ [12, 15];
• 0.15 for 𝑘 ∈ [16, 19];
• 0.25 for 𝑘 ∈ [20, 𝑃𝐻 − 1].

A sensitivity study based on the length of the PH was carried out
nd the results of the control algorithms were evaluated on the REC
ncome and, just for the stochastic MPC, on the algorithm failure rate,
hat is the times (as percentage of the all timestamps of simulation)
he algorithm struggles to find the optimal condition. Table 4 shows
he results obtained with the deterministic MPC algorithm and Table 5
hose obtained with the stochastic MPC algorithm. We recall that the
esults in those tables only refers to the income of the REC, the actual
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Table 3
REC study case parameters.

Parameter Symbol Value

Main Grid Connection Nominal Power 𝑃 𝑔
𝑚𝑎𝑥 200 kW

BESS Nominal Charge Power 𝑃 𝑐ℎ
𝑚𝑎𝑥 120 kW

BESS Nominal Discharge Power 𝑃 𝑑𝑠𝑐
𝑚𝑖𝑛 −120 kW

BESS Capacity 𝐸 120 kWh

BESS Charge Efficiency 𝜂𝑐ℎ 95%

BESS Discharge Efficiency 𝜂𝑑𝑠𝑐 95%

BESS maximum SoC 𝑆𝑜𝐶𝑚𝑎𝑥 1
BESS minimum SoC 𝑆𝑜𝐶𝑚𝑖𝑛 0
Maximum Number of complete Charge and Discharge Cycles 𝛼 2
Aggregated Nominal Power Demand 𝑃 𝑙

𝑛𝑜𝑚 37.076 kW

Common Nominal Power Demand 𝑃 𝑙
𝑛𝑜𝑚 10.037 kW

PV Plant Nominal Power 𝑃 𝑟𝑒𝑠
𝑛𝑜𝑚 50 kW

MISE incentive 𝑐𝑚 0.11 €/kWh
Restitution of Grid Charges 𝑐𝑟 0.009 €/kWh
Table 4
Deterministic MPC results.

Prediction Method REC Income [€] % of ORACLE Income

Prediction Horizon Prediction Horizon

12 h 18 h 24 h 12 h 18 h 24 h

LSTM1 2977 2967 2973 84.76 82.24 82.88
LSTM2 2976 2967 2961 84.71 82.26 82.55
biLSTM 3005 2974 2963 85.54 82.45 82.58
CNN–LSTM (96-2 × 1-32-48) 2913 2868 2856 82.93 79.51 79.62
CNN–LSTM (96-2 × 1-64-64) 2744 2798 2770 78.11 77.57 77.21
NO-PRED 2841 2959 2922 80.87 82.02 81.45
ORACLE 3513 3607 3588 100 100 100
TDNN-4–96 3178 3195 3153 90.47 88.59 87.89
TDNN-180–200 3219 3298 3272 91.64 91.44 91.20
TDNN-200–200 3238 3297 3266 92.18 91.41 91.05
TDNN-240–260 3245 3297 3265 92.36 91.40 91.02
economic gain of the REC members is given buy the REC income plus
the savings on the electricity bill from the common load, i.e., €889 for
he simulated period, paid at 𝑐𝑒. From both the tables it is possible
o see how the algorithms fed with the predictions of the TDNNs
erforms better than the algorithms that receive in input the predictions
btained with the competitor neural networks. This happens for both
he deterministic and stochastic MPC and for all the prediction horizon
engths investigated.

Moreover, the results obtained with the stochastic MPC are better
han those obtained with the deterministic one, showing that main-
aining the optimal profile of the power exchanged with the grid is
he best solution from an economic point of view. The best achievable
erformance in terms of economic return is the one obtained with
he stochastic MPC with a prediction horizon length 𝑃𝐻 = 18 h

of €3600.75, as shown in Table 5. This does not directly reflect on
the results obtained with the TDNNs. In fact, in these cases the best
results are achieved with the TDNN-200-200 implementing a prediction
horizon of length 𝑃𝐻 = 12 h; this particular length offers the smallest
MAE in every predicted electrical energy feature for the TDNN-200-200
neural network, as shown in Table 1.

3.2.1. Selected prediction method — prediction horizon result
Among the couples Prediction Method — Prediction Horizon listed

in Table 4 and in Table 5 the best one, in terms of income, is discussed
in this section and the corresponding control variables profiles are
shown for the week that goes from the midnight of July the 4th 2019
to July the 11th 2019. That is the case involving the TDNN-200-200
as prediction method and a prediction horizon length 𝑃𝐻 = 12 h. In
particular, this case returns 96.73% of the maximum achievable in-
come, i.e., the one obtained with the ‘‘ORACLE’’ prediction method, and
allows a 18.72% increase in the income with respect to the ‘‘NO-PRED’’
9

prediction method.
The time-varying energy price 𝑐𝑒𝑡 , which we assume the renewable
energy is paid for, is shown in Fig. 4 and it refers to the actual energy
clearing market price in Italy. Notice the energy prices considered in
this application are referred to the values registered in the period going
from the 4th of July 2021 to the 11th of July 2021.

The power profiles of PV generation, common power demand and
residential buildings aggregated power demand are shown in Fig. 5.

Fig. 6 shows the optimal management strategy of the REC. From
that, we can say that the REC manager tries to reduce the exported
power 𝑃 𝑒 during the day by charging the BESS. By doing so 𝑃 𝑒𝑡
decreases, as it is stated by (17), to get closer to the value of 𝑃 𝑙𝑡 ,
optimizing the shared power 𝑃 𝑠ℎ𝑡 , and the SoC rises ahead of the
sunset, as shown in Fig. 7. During the night, the BESS can only be
discharged, as it is stated by (16), thus, the BESS provides power. Often
the discharge power of the BESS is not sufficient to satisfy the common
load and the REC imports power from the grid. The negative values in
Fig. 6 refer to imported power from the electric grid 𝑃 𝑖𝑡 .

Fig. 7 shows the power exchanged by the BESS, positive values refer
to 𝑃 𝑐ℎ, while negative ones to 𝑃 𝑑𝑠𝑐 , and the SoC of the BESS, which
is always limited between the time evolution of 𝑆𝑜𝐶 (upper limit)
and of 𝑆𝑜𝐶 (lower limit). As a consequence of limiting the number of
charge and discharge cycles evolution of the BESS seems to be quite
monotonous in both charging and discharging phases, especially in the
former one.

4. Conclusions

We presented a hybrid AI method for the optimal management of
RECs. We proposed a method that provides an end-to-end approach:
the predictions of a neural network concerning the aggregated load, the
PV generation, and common services of a REC are passed as input to
an optimization MPC algorithm to maximize the income. The method
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Table 5
Stochastic MPC results.

Prediction Method REC Income [€] % of ORACLE Income Failure Rate [%]

Prediction Horizon Prediction Horizon Prediction Horizon

12 h 18 h 24 h 12 h 18 h 24 h 12 h 18 h 24 h

LSTM1 3233 3169 3138 92.06 88.02 87.39 2.26 0.56 0.56
LSTM2 3252 3177 3118 92.58 88.23 86.85 0.28 0.45 0.45
biLSTM 3229 3197 3147 91.93 88.79 87.64 2.22 2.22 2.22
CNN–LSTM (96-2 × 1-32-48) 3180 3138 3082 90.55 87.15 85.84 0.56 0.03 0.10
CNN–LSTM (96-2 × 1-64-64) 3085 3116 3010 87.83 86.55 83.83 2.40 1.77 1.81
NO-PRED 2862 2991 2955 81.48 83.07 82.30 – – –
ORACLE 3512 3601 3591 100 100 100 – – –
TDNN-4–96 3347 3341 3206 95.29 92.80 89.28 – – 0.31
TDNN-180–200 3378 3309 3268 96.18 91.91 91.01 – – 2.43
TDNN-200–200 3398 3330 3295 96.73 92.47 91.76 – – 0.45
TDNN-240–260 3395 3082 3268 96.66 85.60 91.02 – 0.17 0.38
Fig. 4. Simulation data: energy price profile.
Fig. 5. Simulation data: PV generation, common power demand and building aggregated power demand profiles.
a

is validated on publicly-available data. The results of the proposed
method are compared to those of several competitors. The proposed
method generates the largest REC income. However, the present study
has some limitations. The method is validated on data of a single REC,
and thus, future studies must be directed towards further validation of
the presented method on different public and private datasets. Also,
it would be interesting to take into account more inputs such as the
weather forecast for the prediction of future energy features, in order
to achieve even better performance.
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Fig. 6. REC power profiles.
Fig. 7. Profiles of the power exchanged by the BESS, positive values refer to charge power, negative values refer to discharge power (top), and profile of the SoC of the BESS
(bottom).
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